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Abstract 
 

Magnetic resonance imaging (MRI) is a radiation-free medical imaging technique 

and it is widely used for clinical diagnosis. MRI is developed from the physical 

phenomenon of nuclear magnetic resonance (NMR). MR signals are excited, 

spatially encoded and acquired by the corresponding radio-frequency (RF) pulse, 

gradient system and receiving coil system respectively. Compared to traditional 

medical imaging techniques like X-ray and Computed Tomography (CT), MRI 

requires a relatively long data acquisition time to gradually fulfill the k-space to 

form an image. Aggressive acceleration is applied to MRI to satisfy the clinical 

requirements for dynamic imaging. Meanwhile, MR signals from the short 𝑇2  

tissues experience significant decay before data acquisitions, these tissues are 

invisible in MRI images.  Ultra-short time echo (UTE) protocols are essential for 

imaging short 𝑇2 tissues.  

This thesis explores the methods of imaging short 𝑇2 tissues and dynamic imaging 

using MRI. Experiments are performed using simulations, multiple resolution 

phantoms and human subjects. Several frameworks with a hybrid three-dimensional 

(3D) sampling scheme are developed for UTE imaging and highly accelerated 

dynamic MRI imaging respectively. 

A significant contribution presented in this dissertation is the development and 

assessment of the 3D stack-of-star central out golden angle protocol for UTE 

imaging. Echo Time (TE) is reduced in the proposed protocol by applying the 

adaptive phase encoding gradient. The intrinsic sensitivity to the hardware 
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imperfection in the non-Cartesian UTE imaging is alleviated by employing 

trajectory measurement and iterative density compensation function (DCF). The 

self-gating property is effectively utilized to achieve motion resolved lung imaging, 

enabling investigation of lung functions incorporated with oxygen-enhanced MRI. 

This thesis also presents a significant contribution for improved reconstruction of 

dynamic contrast enhanced (DCE) MRI based on the stack-of-stars golden angle 

sampling scheme. In this thesis, Low Rank plus Sparse (L+S) with two sparsity 

constraints temporal total variation (TV) and temporal fast Fourier transform (FFT) 

is developed and assessed. The additional sparsity constraint temporal FFT is 

employed to alleviate the temporal blurring caused by temporal TV and recover the 

dynamic contrast. The proposed method achieved high spatial-temporal resolution, 

high reconstruction efficiency and improved dynamic contrast simultaneously when 

comparing with other methods in reconstructing several simulated phantom datasets 

and free-breathing liver DCE-MRI datasets. Another contribution in this thesis is 

the soft-weighting for motion corrected DCE-MRI. A soft-weighting matrix is 

integrated into the proposed reconstruction framework for motion corrected DCE-

MRI. Compared to the motion subdivision, a better motion compression is achieved 

by soft weighting function without increasing computational complexity. 
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Chapter 1 Introduction  

1.1 Overview 

Magnetic Resonance Imaging (MRI) is a robust technique in the realm of medical 

imaging systems while it plays an increasingly crucial role in clinical diagnosis. 

Compared with the conventional medical imaging techniques X-ray and Computed 

Tomography (CT) which are based on the absorption rate difference of X-ray among 

tissues, there is no X-ray radiation implemented in MRI. Hence, MRI is regarded as 

a non-radiation imaging technology. MRI provides medical imaging with high 

resolution and a variety of contrast parameters, enabling superior characterization 

of soft-tissues (1). 

MRI is developed from the physical phenomenon of nuclear magnetic resonance 

(NMR) in atoms (2,3). By employing a strong external magnetic field on the 

imaging object, the atomic spins are aligned parallel or anti-parallel to the direction 

of magnetic field. A macroscopic magnetization vector is generated by the gap of 

spins in two states and it is aligned with the direction of the external field. A radial-

frequency (RF) pulse is implemented to excite the spins and rotate the magnetization 

vector from the longitudinal direction to the transverse plane. The MRI receiving 

systems detect the magnetization vector in transverse plane and ultimately convert 

the detected electromagnetic signal into the MR signals. 

In conventional MRI experiments, gradient systems are employed to assign the 

spatial information to the excited spins before data acquisition. The gradient 

magnetic field induces inhomogeneous field strength. Hence, gradient encoding 
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introduces specific precessing frequency and phase offset which depend on the 

spatial position of the spins signal, enabling the localization of MR signals (4). With 

delicate gradient encoding and data acquisition, the acquired MR signal gradually 

fulfills a Fourier transform based frequency domain k-space. Cartesian sampling is 

the most frequent sampling scheme in MRI which fills the k-space line-by-line.  The 

MRI image can be directly reconstructed from Cartesian sampled k-space by 

applying an inverse Fast Fourier Transform (FFT) function. 

After the RF excitation, the longitudinal magnetization vector gradually recovers to 

its equilibrium state while the transverse magnetization starts to decay. The 

recovery of longitudinal magnetization vector and the decay of transverse 

magnetization vector are described by 𝑇1 relaxation effect and 𝑇2 relaxation effect 

respectively (5). 𝑇1 and 𝑇2 are two intrinsic parameters of the tissues in human body. 

The decay of MR signals caused by 𝑇2 relaxation can be alleviated by decreasing 

the echo time (TE) between RF excitation and data acquisition.  

The minimum TE in conventional Cartesian sampling MRI is limited as 

milliseconds which is sufficiently small for imaging the long 𝑇2 tissues like fat and 

muscle. The signals from long 𝑇2 tissues experience relatively small decay before 

the data acquisition. However, for the tissues with extremely short 𝑇2 like meninges 

and cartilage, their MR signals experience significant decay before the data 

acquisition (6). Consequently, these tissues become invisible in reconstructed 

images, leading to the missing of significant diagnosis information.  
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To catch the MR signals from short 𝑇2 tissues, ultra-short time echo (UTE) imaging 

techniques have been developed from the non-Cartesian sampling scheme (7).  By 

adjusting the gradient waveform appropriately, the k-space data can be acquired by 

other sampling trajectories like radial and spiral. Non-Cartesian sampling enables 

data acquisition from the central k-space to the outer k-space, reducing the TE 

parameter effectively. The central out radial sampling is the most popular non-

Cartesian sampling scheme in UTE imaging. The minimum TE has been reduced to 

be less than 10 us with special receiving coil systems in both two-dimensional (2D) 

UTE imaging and three-dimensional (3D) UTE imaging (8). However, 2D UTE 

imaging is extremely sensitive to hardware imperfections. The data acquisition 

efficiency in radial sampling is intrinsically lower than Cartesian sampling because 

more spokes are required to satisfy the Nyquist standard in radial sampling. The 

acquisition efficiency in 2D UTE is further degraded by a factor of four compared 

to the conventional radial sampling (6,7). 

3D UTE is a robust method for imaging short 𝑇2 tissues, offering high signal-to-

noise ratio (SNR), isotropic resolution and less sensitivity to hardware 

imperfections, etc. 3D UTE employs a short duration RF pulse and 3D radial 

sampling scheme to excite the entire imaging volume and acquire MR signals 

respectively (9). The minimum TE in conventional 3D UTE is around 100 us which 

is sufficient to image majority of short 𝑇2 tissues. However, the acquisition time in 

3D UTE is still relatively long while the excessive computation cost from gridding 

reconstruction limits its real-time clinical applications. 
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In recent years, another 3D sampling scheme called stack-of-stars is proposed for 

fast 3D MRI imaging and it plays an increasingly significant role in 3D MRI 

imaging. Stack-of-stars employs non-Cartesian radial sampling and Cartesian 

sampling on the transverse plane and partition dimension respectively, forming a 

3D hybrid sampling scheme (10). Stack-of-stars achieves fast data acquisition and 

reconstructions. Partition information can be interpolated feasibly and simply 

decomposed by applying one-dimensional (1D) FFT. 3D UTE imaging can be 

obtained by integrating the central out model into the stack-of-stars sampling pattern, 

forming stack-of-stars UTE (11). With the adaptive design of phase encoding on 

partition dimension, similar TE can be achieved in stack-of-stars UTE compared to 

the conventional 3D UTE (12). A variety of researches have shown the priority of 

stack-of-stars UTE in terms of imaging speed, motion robustness and fast 

reconstruction. Meanwhile, the stack-of-stars sampling scheme contains the self-

gating property. The motion signal can be estimated by analyzing the repeated 

projections on the partition dimension while these motion signals are helpful to 

improve the image quality for the tissues with periodic motion like lung and cardiac. 

Besides the application on UTE imaging, the stack-of-stars sampling scheme also 

shows a potential advantage for dynamic MRI imaging with the support of 

acceleration techniques. Compared with traditional medical imaging techniques like 

X-ray and Computed Tomography (CT), MRI typically requires a long duration to 

fulfill the k-space to satisfy the Nyquist sampling standard. This duration is further 

extended in non-Cartesian sampling schemes. The long data acquisition duration 

limits the clinical application of MRI.   
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The scan duration can be reduced by employing more powerful MRI systems for 

faster spatial encoding and acquisition but the overall improvement from hardware 

systems is limited. Undersampling k-space is another effective approach to reduce 

the total acquisition period. Partial Fourier imaging was proposed in 1980s which 

approximately reduces the number of k-space lines by half (13-15). The missing k-

space samples are derived by exploring the conjugate symmetry property of the 

acquired k-space. However, the acceleration factor (AF) is limited to be less than 2 

in partial Fourier imaging. Besides the partial Fourier imaging, a variety of parallel 

imaging techniques including Simultaneous Acquisition of Spatial Harmonics 

(SMASH) (16), Sensitivity Encoding (SENSE) (17) and Generalized Auto-

calibrating Partially Parallel Acquisition (GRAPPA) (18) were proposed in the past 

few decades. Regular undersampling in Cartesian k-space causes aliasing artefacts 

in the spatial domain. Parallel imaging utilizes the additional sensitivity field map 

information from multi-channel receiving coils to derive the missing k-space 

samples or decompose the aliased pixels for recovering images without aliasing 

from a subset of measurements. However, the AF is limited by the number of 

channels in the receiving coil while SNR is decreased with the increasing of AF in 

parallel imaging (18,19). 

Compressed Sensing is another acceleration technique which achieves advanced AF 

for MRI. It was initially reported by Donoho, et al. in 2006 (20) and it was applied 

for undersampling MRI reconstruction soon by Lustig in 2007 (21). The basic 

principle of compressed sensing is based on the fact that majority of digital images 

including medical images are typically compressive with appropriate transform like 
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Discrete Wavelet Transform (DWT) and Total Variation (TV) (21,22). Images are 

expressed sparsely in these transform domains. Power is mainly concentrated on a 

few transform coefficients while other transform coefficients have negligible power. 

Inversely, a few transformed coefficients are sufficient to recover the images 

without significant quality degradation while it offers the compression availability 

for undersampled MRI reconstruction. Compressed sensing is typically combined 

with a random or pseudorandom sampling pattern in MRI. Noise-like artefacts are 

induced by random undersampling schemes while they have negligible power in the 

sparse transform domain (21). Consequently, these artefacts can be easily filtered 

out during iterative reconstruction while MRI images are reconstructed from highly 

undersampled k-space without loss of significant information. 

Random sampling is limited by the slew rate of gradient system and only performed 

on phase encoding dimension in 2D Cartesian MRI imaging. However, non-

Cartesian sampling schemes like radial sampling intrinsically contain more 

measurements in k-space center and high sampling incoherence. Radial scheme 

distributes undersampling interference among all the spatial dimensions, achieving 

high incoherence for better sparse signal recovery in compressed sensing (23-25).  

Compressed sensing is limited in conventional 3D radial sampling imaging due to 

the excess computation burden. But it can also be applied for accelerating stack-of-

stars based 3D MRI imaging. After partition decomposition, compressed sensing 

can be implemented to reconstruct the images slice-by-slice from the k-space 

acquired by stack-of-stars sampling pattern. The combination of stack-of-stars and 



7 
 

compressed sensing enables fast 3D imaging in MRI with prior image quality, high 

AF and better motion robustness (26-28).  

Meanwhile, gold angle technique is usually integrated into the stack-of-stars 

sampling scheme, obtaining a relatively uniform coverage of k-space with any 

arbitrary number of consecutive spokes (10,29). The acquired spokes can be 

subdivided into multiple frames on temporal dimension or motion dimension. By 

implementing the compressed sensing to explore the sparsity among subdivided 

frames, 3D MRI images can be reconstructed with high spatial-temporal or spatial-

motion resolutions which are desired by dynamic MRI imaging. Many researchers 

have focused on developing the reconstruction frameworks for dynamic contrast 

enhanced (DCE) MRI based on compressed sensing and stack-of-stars golden angle 

sampling scheme. 

1.2 Research Gap 

Continuous and Motion Resolved 3D UTE Imaging  

The current research of stack-of-stars UTE mainly focuses on the fast imaging speed 

and its clinical applications. There are some limitations of stack-of-stars UTE 

imaging: 

1. Stack-of-stars central out radial sampling is still sensitive to the hardware 

imperfection. Delicate calibration of MRI hardware system is extremely 

complex and time-consuming. 

2. Limited researches work on utilizing the self-gating property in stack-of-

stars schemes. Researchers typically employ additional gating system to 
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support the MRI imaging for tissues with respiratory motion like lung and 

liver. A soft gating model is implemented to trigger the data acquisition 

within the certain respiratory phase. Overall data acquisition efficiency is 

significantly degraded by the waiting time in soft gating model. 

3. Conventional UTE imaging cannot be used to obtain the functional lung 

imaging like ventilation and perfusion maps of lung. 

Improved DCE-MRI with Stack-of-Stars Golden Angle Sampling 

A variety of reconstruction frameworks have been developed for DCE-MRI based 

on stack-of-stars sampling scheme and compressed sensing. By exploring temporal 

sparsity among subdivided frames, the dynamic image series can be reconstructed 

with high spatial-temporal resolution. However, there are some limitations within 

these reconstruction frameworks: 

1. Additional temporal blurring is introduced during iterative reconstruction 

while the dynamic contrast is degraded. There are limited researches 

working on recovering the dynamic contrast from the temporal blurring 

effect.  

2. The respiratory motion is another challenge in DCE-MRI. Some motion 

corrected frameworks are developed with motion subdivision. The motion 

subdivision increases the reconstruction period and decreases the temporal 

resolution.   

3. It is difficult to obtain the fully sampled DCE-MRI reference in practice. 

The quantification of the dynamic and motion correction performance of 

these reconstruction frameworks is extremely difficult.  
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1.3 Research Purpose 

Continuous and Motion Resolved 3D UTE Imaging  

We plan to develop an improved 3D UTE imaging protocol based on the stack-of-

stars central out golden angle sampling scheme which contains following 

optimizations: 

1. Develop a simple and robust calibration framework for reducing the imaging 

artefacts caused by hardware imperfections. 

2. Increase the data acquisition efficiency by using a continuous acquisition 

model. The motion solved UTE imaging is supposed to be achieved without 

the expense of additional gating system and waiting time during the 

acquisition. 

3. Achieve functional lung imaging by using the oxygen-enhanced MRI in 

UTE imaging. Additional ventilation information in lung can be obtained 

from the oxygen enhancement effect. 

Improved DCE-MRI with Stack-of-Stars Golden Angle Sampling 

We plan to develop an advanced reconstruction framework for accurately 

characterizing the lesions and tumors in clinical diagnosis. The reconstruction 

framework contains following improvements: 

1. Improve the dynamic contrast by optimizing the structure of reconstruction 

models. 

2. Develop a simple and effective motion compression method for the 

reconstruction framework for free-breathing liver DCE-MRI. Both the 
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computation efficiency and temporal resolution are not supposed to be 

degraded by this motion correction method. 

3. Create simulation frameworks to quantify the performance of the proposed 

method in terms of temporal resolution, motion compression and dynamic 

contrast, etc. 

1.4 Thesis Outline 

Chapter 1 gives an overview of research background and the motivations for this 

dissertation. 

Chapter 2 presents a brief overview of fundamental principles in MRI and non-

Cartesian gridding reconstruction. 

Chapter 3 presents a review of parallel imaging, compressed sensing and 

compressed SENSE. Several experiments are implemented to certificate the 

robustness of compressed SENSE for reconstructing images from highly 

undersampled k-space. 

Chapter 4 and Chapter 5 present a stack-of-stars central out golden angle 

sampling scheme with adaptive TE for advanced 3D UTE imaging. Trajectory 

calibration and iterative density compensation are integrated into the reconstruction 

to improve the image quality. The performance of the proposed UTE protocol is 

certificated by a wide range of applications including metal implant imaging. The 

motion resolved lung UTE imaging is achieved by motion subdivision. The oxygen 

enhancement method is integrated into the UTE protocol for better clinical 

diagnosis. 
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Chapter 6 presents an advanced reconstruction framework called Low Rank plus 

Sparse (L+S) decomposition with joint sparsity with stack-of-stars golden angle 

sampling scheme for improved reconstruction of DCE-MRI. A simulation 

framework is established to quantify the performance of the proposed method and 

other reconstruction frameworks for DCE-MRI. The reconstructions are performed 

on a simulated phantom dataset and several clinical free-breathing liver DCE-MRI 

datasets.  L+S with joint sparsity framework shows prior dynamic contrast, temporal 

resolution and reconstruction efficiency simultaneously. 

 Chapter 7 presents a motion corrected reconstruction framework for motion 

compressed DCE-MRI called L+S with soft weighting. A soft weighting matrix is 

created with a modified sigmoid function to replace the additional motion 

subdivision by controlling the contribution from spokes acquired at different 

respiratory phases. A simulation framework is proposed to certificate the 

performance of L+S with soft weighting and other two motion corrected 

reconstruction frameworks for DCE-MRI. Improved reconstruction efficiency and 

fewer motion errors are obtained simultaneously in the proposed method. The 

proposed framework is further extended with joint sparsity, enabling accurate 

motion compression and improved dynamic contrast simultaneously. 

Chapter 8 presents a summary of the research works in this thesis. The limitations 

of the proposed methods and future research plans are discussed. 
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Chapter 2 Background  

This chapter gives an overview of basic principles of MRI, k-space sampling 

schemes and non-Cartesian k-space reconstruction techniques. The procedures for 

gridding the non-Cartesian k-space into Cartesian k-space are introduced. 

2.1 NMR Phenomenon 

The physical NMR phenomenon in solids and liquids was observed independently 

by Edward Purcell and Flexi Bloch in 1940s (2,30).  The atomic nucleus containing 

an odd number of protons, neutrons or both in combination such as H1 and C13 

possess a property called nuclear spin with an angular momentum 𝐼. A tiny magnetic 

moment is generated by the nuclear spin and directly proportional to the 𝐼 as: 

𝜇 = 𝛾𝐼 (2.1) 

Here 𝛾 is a constant value called gyromagnetic ratio. Hydrogen (H1) is the atom 

which is relevant to the human body most due to its abundance in water and lipids. 

Spin is the fundamental property of the nuclei in atoms. At room temperature, the 

spins of atoms (H1) are oriented in random directions while the microcosmic 

magnetic moment vectors generated by spins are cancelled with each other. There 

is no macrocosmic magnetic moment vector produced.   

When a strong external magnetic field 𝐵0 is placed on the nuclei in hydrogen (1H), 

these spins are divided into two groups. One group of spins (𝑛+) aligned parallel 

while others (𝑛−) oriented anti-parallel with the direction of the external magnetic 

field as shown in Figure 2-1.  
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Figure 2-1: (a) Spins are randomly oriented without an external 
magnetic field. The net magnetic moment vector is zero. (b) Spins are 

aligned parallel or anti-parallel to the direction of the external field 𝐵0. 
The energy of parallel state is slightly lower than the anti-parallel state 

and more spins are aligned parallel to the 𝐵0. A net magnetization vector 

is generated. 

 

Spins start to precess around the direction of 𝐵0 at the certain angular frequency 𝜔0 

which is given by Larmor equation: 

𝜔0 = 𝛾𝐵0 (2.2) 

The energy of the parallel state is slightly lower than the anti-parallel state while 

more spins align themselves parallel with the direction of 𝐵0. The ratio between 

nuclei aligned parallel and anti-parallel is demonstrated by Boltzmann distribution: 

𝑛−

𝑛+
= 𝑒

𝛥𝐸
𝐾𝑇 (2.3) 

Here 𝐾 is the Boltzmann’s constant and 𝑇 is the absolute temperature. 𝛥𝐸 is the 

potential energy gap between parallel state and anti-parallel state. At human body 

temperature, the thermal energy is much larger than the 𝛥𝐸. Therefore, only a few 
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more nuclei are in the parallel state for every million nuclei while it is called spin 

excess (31). Due to the imbalanced distribution of nuclei, a net magnetization vector 

𝑀0 is induced and aligned with the direction of 𝐵0, expressed as: 

𝑀0 =
𝛾2ℎ2𝐵0𝑁

4𝐾𝑇
(2.4) 

Here ℎ is the Planck’s constant. The magnitude of the net magnetization is directly 

proportional to the strength of 𝐵0. 

2.2 MR Signal Generation 

A bulk non-vanishing spin excess is insufficient to induce the detectable signal. The 

net magnetization vector 𝑀0 needs to be tipped from direction of 𝐵0 (z-axis) to the 

transverse x-y plane which is perpendicular to the  𝐵0 . The rotation of net 

magnetization vector 𝑀0 is achieved by implementing a radio-frequency magnetic 

field (RF pulse) perpendicular to the 𝐵0 while this magnetic field is supposed to 

rotate at Larmor frequency to satisfy the condition of nuclear resonance.  

𝑀0 is continuously rotated from z-axis to the transverse x-y plane during the RF 

excitation. The overall rotation degree or the flip angle (FA) is determined by both 

the magnitude and duration of RF pulse as: 

𝛼 = ∫ 𝐵1(𝑡)𝑑𝑡
𝑇

0
(2.5)

Here 𝐵1 and 𝑇 indicate the magnitude and duration of the RF pulse respectively. 

The rotation of 𝑀0 generates two magnetization vectors located on z-axis (𝑀𝑧) and 

and in x-y plane (𝑀𝑥𝑦) respectively. The precession of  𝑀𝑥𝑦 produces a changing 
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magnetic flux while this varying magnetic flux can be detected by the receiving 

coils and ultimately converted as the MR signal. 

 

Figure 2-2: (a) The net magnetization vector is located in the direction 

of the external magnetic field z-axis without RF excitation. (b) The net 
magnetization is gradually rotated from z-axis to x-y plane while a 

transverse magnetization component 𝑀𝑥𝑦  is produced. The net 

magnetization component can be completely converted into 𝑀𝑥𝑦   by 

implementing a 90° RF pulse for excitation.  

 

2.3 Relaxation Phenomenon 

During the RF excitation, the spins are tipped from the equilibrium so that the net 

magnetization is pulled down to the transverse plane. These spins eventually return 

to the z-directed equilibrium state after the RF excitation. The recovery of 𝑀𝑧 to its 

equilibrium state (𝑀𝑧 = 𝑀0) is known as spin-lattice relaxation which corresponds 

to the energy exchange between the processing protons and the surrounding lattice. 

The rate of the recovery process is described by the spin-lattice relaxation time 𝑇1. 

For a 90° RF excitation, the recovery of 𝑀𝑧 can be expressed as: 
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𝑀𝑧(𝑡) = 𝑀0 (1 − 𝑒
−

𝑡
𝑇1) (2.6) 

After RF excitation, the excited spins gradually lose their coherence due to the local 

field inhomogeneity or interference between spins and environment. Consequently, 

the transverse magnetization vector 𝑀𝑥𝑦 experiences a decay. The decay process in 

𝑀𝑥𝑦 is typically much faster than the recovery process in 𝑀𝑧 while it is quantified 

by the spin-spin relaxation time 𝑇2.  The process of 𝑀𝑥𝑦 approaching to zero after 

90° RF excitation is mathematically expressed as: 

𝑀𝑥𝑦(𝑡) = 𝑀𝑥𝑦(0)𝑒
−

𝑡
𝑇2 (2.7)  

Figure 2-3a and Figure 2-3b show the recovery curve of the longitudinal 

magnetization vector 𝑀𝑧  and the decay curve of the transverse magnetization 

vector 𝑀𝑥𝑦 respectively after the 90° RF excitation. 

 

Figure 2-3: (a) The longitudinal magnetization vector  𝑀𝑧  gradually 

recovers to the equilibrium state due to the  𝑇1 relaxation effect. (b) The 
transverse magnetization vector  𝑀𝑥𝑦 gradually decays to zero due to the 

 𝑇2 relaxation effect.  
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2.4 Spatial Encoding 

2.4.1 FID Signal 

As described previously, the precession of 𝑀𝑥𝑦 produce a changing magnetic flux 

while the circular coil elements which are perpendicular to the direction of 𝐵0 are 

implemented to detect this varied magnetic field signal. According to the Faraday’s 

law of electromagnetic induction, the variation of magnetic flux for the closed coil 

can produce induction electromotive force (32). Hence, the net transverse 

magnetization vector signal 𝑀𝑥𝑦  is converted into the corresponding electrical 

signal—Free Induction Decay (FID) signal. The magnitude of FID signal is given 

by: 

𝑀𝐹𝐼𝐷 = 𝑀𝑥𝑦𝑒
−

𝑡

𝑇2
∗
 𝑐𝑜𝑠𝜔0𝑡   

1

𝑇2
∗ =

1

𝑇2
+ 𝛾𝛥𝐵 (2.8) 

 

Here 𝑇2
∗ is another parameter which describes the transverse relaxation rate under 

non-ideal experiment conditions. The local field difference 𝛥𝐵 is produced by the 

inhomogeneity of 𝐵0 or difference of magnetic susceptibility among tissues, etc. 

The 𝑀𝑥𝑦 decay with the rate 𝑇2
∗ which is much faster than ideal 𝑇2 relaxation in 

practice. Hence, 𝑇2
∗is typically several to hundreds of milliseconds smaller than 𝑇2. 

𝜔0 indicates the precession of 𝑀𝑥𝑦 at Larmor frequency. 
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2.4.2 Gradient Field Encoding 

The signal detected by the coils contains the contributions from all the transverse 

magnetization vectors in the imaging object. The acquired MR signal can be simply 

expressed as:  

𝑆 = ∫ 𝑀(𝑢) 𝑑𝑢 (2.9) 

Here 𝑢 indicates the spatial position. 𝑀(𝑢) and  𝑆 presents the magnetization vector 

at a certain spatial position and ultimately acquired MR signal respectively. For 

simplification of the equation, the transverse relaxation effect is ignored during the 

data acquisition. 

It is essential to assign the spatial localization information to spins before the data 

acquisition in MRI. The gradient systems on x, y and z axes are developed to modify 

local magnetic field strength to assign the spatial information to the magnetization 

vectors. The additional field gradient can be expressed as a combined vector. The 

local magnetic field strength with additional gradient field modification can be 

expressed as: 

𝐺 = 𝐺𝑥𝑖 + 𝐺𝑦𝑗 + 𝐺𝑧𝑘 (2.10) 

Here 𝐺𝑥 , 𝐺𝑦  and 𝐺𝑧  present the gradient field strength on x, y and z axes 

respectively. 𝑖,  𝑗 and 𝑘 indicate the corresponding spatial location on three axes 

relatively. The local field strength modified by additional gradient field can be 

expressed as: 

𝐵 = 𝐵0 + 𝐺𝑟 (2.11) 
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where 𝑟  indicates the spatial position in the imaging object. According to the 

Larmor equation, the precession frequency of spins is directly proportional to the 

magnetic field strength. The spatially varied magnetic field induces spatial location 

dependent precession frequency for the spins and can be expressed as: 

𝜔 =  γ(𝐵0 + 𝐺𝑟) (2.12) 

In conventional 2D MRI imaging, a slice selective gradient magnetic field 𝐺𝑧 is 

applied on the axis perpendicular to the imaging slice, inducing a varied precession 

frequency along that axis. An RF pulse with limited bandwidth is then implemented 

to excite the spins in a profile with certain thickness as shown in Figure 2-4.  

 

Figure 2-4: (a) Additional gradient magnetic field induces 

inhomogeneous distribution of magnetic field strength. (b) The spins 
precess at different Larmor frequencies along the z-axis. An RF pulse 

with limited bandwidth can be implemented to excite the spins which are 

precessing at corresponding frequencies. 

 

The spins which locate out of profile are not excited due to the mismatching between 

their resonance frequency and RF frequency. The relationship among excited slice 

thickness, slice selective gradient strength and bandwidth of RF pulse can be 

mathematically expressed as: 
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Slice Thickness ∝   
Pulse Bandwidth

𝐺𝑧

(2.13) 

After exciting a certain profile, two gradient magnetic fields 𝐺𝑥 and 𝐺𝑦 are applied 

in two orthogonal directions in the excited profile to encode the in-plane spatial 

information. 𝐺𝑥  and 𝐺𝑦  works as the frequency encoding gradient and phase 

encoding gradient respectively. Phase encoding assigns the spatial information on 

the phase encoding direction by implementing the 𝐺𝑦 for a short period. 𝐺𝑦 induces 

different precession frequencies for spins along the phase encoding direction. Once 

the phase encoding gradient has been removed, the precession frequency of all the 

spins are recovered back to 𝜔0 due to the effect of 𝐵0. An adequate phase offset 

which contains the spatial information for the each spin along the phase encoding 

direction is expressed as: 

φ𝑦 =  ∫ γ𝐺𝑦(𝑡)𝑦
𝑡𝑝𝑒

0

𝑑𝑡 (2.14) 

where 𝑦 is the spatial location of spins in the phase encoding direction while 𝑡𝑝𝑒 is 

the period of phase encoding. Frequency encoding is typically achieved by applying 

another gradient magnetic field 𝐺𝑥 in the direction which is perpendicular to the 𝐺𝑦 

after finishing the phase encoding. Under the frequency encoding gradient, the spins 

along frequency encoding direction precess at different Larmor frequencies which 

are given by: 

𝜔𝑥 =  γ(𝐵0 + 𝐺𝑥𝑥) (2.15) 
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where 𝑥 is the spatial location of spins along the frequency encoding direction. The 

MR signals are acquired during the frequency encoding while frequency encoding 

gradient is also named as readout gradient. Another phase component is introduced 

to the spins during readout as: 

φ𝑥 =  ∫ γ𝐺𝑥(𝑡)𝑥
𝑡

0

𝑑𝑡 (2.16) 

Set two phase components introduced by phase encoding and frequency encoding 

as 𝑘𝑥  and 𝑘𝑦 . The MR signal at certain position of imaging slice after spatial 

encoding can be mathematically described as: 

𝑆(𝑥, 𝑦) =  𝑚(𝑥, 𝑦)𝑒−𝑖2𝜋[𝑘𝑥 (𝑡)𝑥+𝑘𝑦 (𝑡)𝑦] (2.17) 

Here 𝑚(𝑥, 𝑦) presents the spin density at a certain position in a 2D object to be 

imaged. The ultimate acquired MR signals which contain the contributions from all 

the spins are given by: 

𝑀(𝑘𝑥, 𝑘𝑦) = ∬ 𝑚(𝑥, 𝑦)𝑒−𝑖2𝜋[𝑘𝑥 (𝑡)𝑥+𝑘𝑦 (𝑡)𝑦] 𝑑𝑥𝑑𝑦 (2.18) 

Here 𝑘𝑥 and 𝑘𝑦 can be regarded as the two spatial-frequency variables in the 2D k-

space. With delicate strength design of phase encoding and frequency encoding, the 

acquired MR signals in k-space present spatial Fourier transform of the imaging 

object. Figure 2-5 shows a standard Spin-Echo (SE) pulse sequence diagram for 2D 

MRI imaging. 
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Figure 2-5: Spin-Echo pulse sequence diagram. Slice gradient, phase 
encoding gradient and frequency encoding gradient are applied on z, y 

and x axes respectively. 

 

In SE pulse sequence, a 90° RF pulse is applied accompany with slice selective 

gradient 𝐺𝑧  to excite a profiles with limited thickness. The transverse 

magnetization vector 𝑀𝑥𝑦  is reversed by a 180° RF pulse, removing the signal 

dephasing caused by local field inhomogeneity. The data acquisition occurs during 

the readout gradient as the signals of all voxels have been encoded spatially by 

frequency encoding gradient 𝐺𝑥 and phase encoding gradient 𝐺𝑦 within the excited 

transverse plane. Due to the existing of pre-dephasing gradient and 180 reversion 

RF pulse, an echo signal is produced and acquired in SE pulse sequence. The 

duration for completing above steps is the repetition time called TR. These steps 

will be repeated with different strengths of 𝐺𝑦 until completely filling the k-space. 

In 2D MRI, the matrix size of k-space is 𝑁𝑥 ∗ 𝑁𝑦 where 𝑁𝑥 and 𝑁𝑦 are the number 

of phase encoding steps and frequency encoding steps respectively.  
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2D MRI imaging can be converted into 3D MRI imaging by integrating an 

additional phase encoding gradient on the partition dimension. The signal equation 

is extended as: 

𝑀(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) ∭ 𝑚(𝑥, 𝑦)𝑒−𝑖2𝜋[𝑘𝑥 (𝑡)𝑥+𝑘𝑦 (𝑡)𝑦+𝑘𝑧 (𝑡)𝑧] 𝑑𝑥𝑑𝑦𝑑𝑧 (2.19) 

where 𝑘𝑧 is the phase offset introduced by the additional phase encoding gradient 

on the partition dimension. 

2.5 Sampling Pattern in MRI 

Conventional pulse sequences like Spin Echo (SE) and Gradient Reading Echo 

(GRE) gradually fulfill the k-space through repeated data acquisitions. The acquired 

samples in k-space are located on the Cartesian coordinates, forming Cartesian 

sampling. The k-space is fulfilled in a sequential line-by-line fashion in Cartesian 

sampling. However, the position of the acquired MR signal in k-space depends on 

both the encoding gradient waveforms and the encoding period according to the 

Equations 2.18 and 2.19. By adjusting the gradient waveform appropriately, the k-

space data can be acquired by other sampling trajectories like radial and spiral, 

forming non-Cartesian sampling. Figure 2-6 shows a comparison of Cartesian 

sampling scheme and non-Cartesian radial sampling scheme. 

K-space is sampled discretely in practice. The intervals between adjacent points in 

Cartesian sampling scheme are defined as 𝛥𝑘𝑥  and 𝛥𝑘𝑦  on the phase encoding 

dimension and frequency encoding dimension as shown in Figure 2-6a. The size of 
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k-space determines the resolution of the reconstructed MRI images while the field 

of view (FOV) of the images is determined by these two k-space intervals. 

 

Figure 2-6: A comparison of different 2D sampling schemes. (a) 2D 
Cartesian sampling scheme with two k-space intervals in phase encoding 

direction and frequency encoding direction respectively. (b) 2D non-

Cartesian radial sampling scheme with a certain k-space interval. 

 

The FOVs of reconstructed image in phase encoding direction and frequency 

encoding direction are given by: 

𝐹𝑂𝑉𝑥 =
1

𝛥𝑘𝑥 
 

𝐹𝑂𝑉𝑦 =
1

𝛥𝑘𝑦 
(2.20) 

As mentioned before, the acquired k-space corresponds to the spatial Fourier 

transform of the imaging object. According to the Nyquist sampling standard of 

Fourier transform, the imaging FOV is supposed to be greater than the size of 

imaging object to avoid aliasing artefacts. Hence, the k-space intervals are required 

to satisfy the following conditions: 
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𝛥𝑘𝑥 ≤
1

𝐷𝑥 
 

𝛥𝑘𝑦 ≤
1

𝐷𝑦 
(2.21) 

Here 𝐷𝑥  and 𝐷𝑦  present the maximum size of imaging object in the frequency 

encoding direction and phase encoding direction respectively. Even though better 

images can be reconstructed from the k-space with infinite samples, the size of k-

space is typically finite and limited by the acquisition period. A rectangular function 

with width 2 × 𝑘𝑚𝑎𝑥 (from -𝑘𝑚𝑎𝑥 to +𝑘𝑚𝑎𝑥) is used to describe the k-space spatial 

frequency in the certain direction. The highest spatial frequencies in finite k-space 

are presented by the  𝑘𝑥𝑚𝑎𝑥 and 𝑘𝑦𝑚𝑎𝑥 in frequency encoding direction and phase 

encoding direction respectively. The spatial resolution in two orthogonal directions 

in Cartesian sampling can be expressed as: 

𝛥𝑥 =
𝐹𝑂𝑉

𝑁𝑥 
 

𝛥𝑦 =
𝐹𝑂𝑉

𝑁𝑦 
(2.22) 

where 𝑁𝑥 and 𝑁𝑦 are the number of samples in two encoding directions in Cartesian 

k-space. The resolutions are thus correlated to the spatial frequency as: 

𝛥𝑥 =
1

𝛥𝑘𝑥𝑁𝑥 
=

1

2𝑘𝑥𝑚𝑎𝑥  
 

𝛥𝑦 =
𝐹𝑂𝑉

𝛥𝑘𝑦𝑁𝑦 
=

1

2𝑘𝑦𝑚𝑎𝑥  
(2.23) 

In a non-Cartesian radial sampling scheme, all the acquired k-space samples are 

located on polar coordinates. The phase encoding gradient in the Cartesian sampling 
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scheme is replaced by another frequency encoding gradient in the non-Cartesian 

sampling scheme. A standard 2D radial sampling pulse sequence diagram and 

corresponding k-space sampling trajectories are shown in Figure 2-7. 

 

Figure 2-7: (a) A standard 2D radial sampling pulse sequence diagram. 

(b) 2D radial sampling trajectories in k-space. 

 

Two frequency encoding gradients 𝐺𝑥 and 𝐺𝑦 are turned on simultaneously in radial 

sampling. An effective gradient vector 𝐺 is produced and expressed as: 

𝐺 = √𝐺𝑥
2 + 𝐺𝑦

2 (2.24) 

The magnitude of the effective encoding gradient 𝐺  is kept constant while the 

strength ratio between 𝐺𝑥 and 𝐺𝑦 are adjusted during data acquisition. The change 

of strength ratio between two frequency encoding gradients rotates the sampling 

trajectory by a certain degree 𝜃 in k-space as: 

𝜃 = 𝑡𝑎𝑛−1
𝐺𝑥

𝐺𝑦

(2.25) 
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Through increasing 𝜃  gradually from 0° to 180°, the radial sampling scheme 

achieves a relatively uniform coverage of k-space. The radial sampling only 

contains a k-space interval 𝛥𝑘 while a circular FOV is produced by radial sampling: 

𝐹𝑂𝑉 =
1

𝛥𝑘 
(2.26) 

Similar to the Cartesian sampling scheme, the k-space interval in radial sampling is 

supposed to satisfy a certain condition to avoid aliasing artefacts as: 

𝛥𝑘 ≤
1

𝐷 
(2.27) 

Here 𝐷 presents the maximum size of imaging object in all the circular directions. 

Meanwhile, radial sampling offers high sampling density and low sampling density 

in the k-space center and outer k-space respectively. The improvement of sampling 

density in the outer k-space region is achieved by increasing the number of radial 

spokes. Hence the angle between adjacent spokes is reduced. Compared to the 

Cartesian sampling, more spokes are required to satisfy the Nyquist standard (33) 

in radial sampling, expressed as:  

𝑛𝜃 =
π

2
𝑛𝑥 (2.28) 

where 𝑛𝜃 and 𝑛𝑥 are the number of radial spokes (spoke degrees) and the number 

of sample points in each spoke respectively.  Similar to the Cartesian scheme, the 

2D radial sampling scheme can be extended into the 3D version by integrating the 

third frequency encoding gradient on partition dimension, forming a 3D radial 

sampling scheme. It is also available to integrate a phase encoding gradient on 
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partition dimension in the radial sampling scheme to produce a 3D hybrid stack-of-

stars radial sampling scheme. 

2.6 Non-Cartesian Reconstruction 

For the Cartesian sampled k-space, images can be directly reconstructed by the FFT 

function. Due to the non-uniform distribution of samples in the non-Cartesian k-

space, the FFT cannot be directly used for reconstruction in radial sampling. The 

Non-uniform Fast Fourier Transform (NUFFT) has been developed for 

reconstructing images from the non-Cartesian k-space. In NUFFT, the non-

Cartesian k-space is gridded into Cartesian sampled k-space and then reconstructed 

by the FFT function (34-36). During the gridding procedure, sampled data is 

converted from polar coordinate to Cartesian coordinate by a convolution kernel. 

According to the Equation 2.18, the theoretically continuous 2D MR signals 

𝑀(𝑘𝑥, 𝑘𝑦) can be expressed as: 

𝑀(𝑘𝑥, 𝑘𝑦) =  ∫ ∫ 𝑚(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑥𝑘𝑥+𝑦𝑘𝑦) 𝑑𝑥𝑑𝑦 (2.29) 

The discrete sampling function 𝑆(𝑘𝑥, 𝑘𝑦) in k-space consists of a series of Dirac 

functions which is given by: 

𝑆(𝑘𝑥, 𝑘𝑦) = ∑ 𝛿2(𝑘𝑥 − 𝑘𝑥,𝑗, 𝑘𝑦 − 𝑘𝑦,𝑗)

𝑗

(2.30) 

The ultimate acquired discrete k-space samples can be regarded as a multiplication 

result of 𝑀(𝑘𝑥, 𝑘𝑦) and 𝑆(𝑘𝑥, 𝑘𝑦), given by:  

𝑀𝑠(𝑘𝑥, 𝑘𝑦) = 𝑀(𝑘𝑥, 𝑘𝑦) ∙ 𝑆(𝑘𝑥, 𝑘𝑦) (2.31) 
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In radial sampling, the sampling function 𝑆(𝑘𝑥, 𝑘𝑦) is not uniformly distributed in 

Cartesian coordinate. The acquired radial points can be convolved with a certain 

kernel function to recover the continuous MR signals 𝑀𝑠𝑐(𝑘𝑥, 𝑘𝑦) as: 

𝑀𝑠𝑐(𝑘𝑥, 𝑘𝑦) = 𝑀𝑠(𝑘𝑥, 𝑘𝑦) ∗ 𝐶(𝑘𝑥, 𝑘𝑦) (2.32) 

where 𝐶(𝑘𝑥 , 𝑘𝑦) is the convolution kernel function. Consecutively, a re-sampling 

function with equally spaced delta functions in Cartesian coordinate is implemented 

to obtain the Cartesian sampled k-space 𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) as: 

𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) = 𝑀𝑠𝑐(𝑘𝑥, 𝑘𝑦)𝑅(𝑘𝑥, 𝑘𝑦) (2.33) 

where the 𝑅(𝑘𝑥, 𝑘𝑦)is the re-sampling function with equally spaced delta function 

and can be mathematically expressed as: 

𝑅(𝑘𝑥, 𝑘𝑦) = ∑ ∑ δ2(𝑘𝑥 − 𝑎, 𝑘𝑦 − 𝑏)

𝑏𝑎

(2.34) 

The overall process to map the non-Cartesian sampled data into the Cartesian 

scheme can be simplified as: 

𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) = {[𝑀(𝑘𝑥, 𝑘𝑦) ∙ 𝑆(𝑘𝑥, 𝑘𝑦)] ∗ 𝐶(𝑘𝑥, 𝑘𝑦)} ∙ 𝑅(𝑘𝑥 , 𝑘𝑦) (2.35) 

Ultimately, images can be reconstructed from the gridded k-space directly by FFT 

function. According to the definition of Fourier transform, the multiplication and 

convolution are reversed between frequency domain and spatial domain. The 

gridding process equation can be expressed in spatial domain as: 

𝑚𝑠𝑐𝑠(𝑥, 𝑦) = {[𝑚(𝑥, 𝑦) ∗ 𝑠(𝑥, 𝑦)] ∙ 𝑐(𝑥, 𝑦)} ∗ 𝑟(𝑥, 𝑦) (2.36)  
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It is obvious that two additional weighting coefficients 𝑐(𝑥, 𝑦)  and 𝑠(𝑥, 𝑦)  are 

introduced to the reconstructed image which leads to the artifact and unexpected 

spatial intensity modulation (apodization). The convolution kernel 𝑐(𝑥, 𝑦) directly 

modulated the gray level among the imaging region. Therefore, the selected kernel 

function is supposed to provide a flat profile among the imaging domain, reducing 

the apodization effect. The ideal kernel function for gridding is infinite Sinc 

function kernel which provides the square profile in spatial domain without 

additional signal intensity modulation. However, the infinite Sinc function is 

unavailable in practice. Jackson compared several kernel functions with finite size 

for gridding and obtained that the transformed spatial profile of Kasier-Bessel 

function is closest to infinite Sinc kernel function (36).  The Kaiser-Bessel function 

is given by: 

1

𝐷
𝐼0 [𝛽√1 − (

2𝑢

𝐷
)

2

] (2.37) 

where 𝐷 is the kernel width and 𝛽 is a free parameter. 𝐼0 is a constant which defines 

the magnitude of the kernel. 𝑢 is another parameter to control the profile of Kasier-

Bessel kernel whose magnitude is supposed to be smaller than 𝐷/2. 

Even though the Kaiser-Bessel kernel is implemented for convolution, the 

apodization is still existing in the imaging region. To further alleviate the 

apodization effect, two-times gridding technique has been proposed. The sample 

intervals 𝛥𝑘𝑥 and 𝛥𝑘𝑦 in re-gridded k-space are reduced by half while the matrix 

size of final reconstructed image is doubled during gridding process. The reduction 
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of k-space interval leads to a double of imaging FOV. The central section of 

reconstructed images which corresponds to the initial imaging FOV is extracted. 

The extracted matrix corresponds to the relatively flat band of the Kaiser-Bessel 

kernel, reducing the apodization effect caused by convolution further. 

 

Figure 2-8: Blurring and excessive gray level occur in gridding algorithm 

without density compensation function: (a) The initial computation 
Shepp-logan model with a matrix size of 256*256; (b) Gridding 

reconstruction of radial sampled phantom dataset with a larger FOV. 

 

Meanwhile, sampling density of 𝑆(𝑘𝑥, 𝑘𝑦) in central k-space is much higher than 

the outer region in radial sampling, leading to excessing magnitude accumulation at 

low frequency components during gridding. The blurring and excess gray level 

occur in final reconstructed images as shown in Figure 2-8. 

To tackle with the blurring artifact, a density compensation function (DCF) is 

indispensable to compress the contributions from low frequency components. 

Typically, the DCF is implemented before or after convolution procedure in 

gridding algorithm. The final re-sampled k-space data with DCF is presented by: 

𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) =
1

𝑊(𝑘𝑥, 𝑘𝑦)
∙ 𝑀𝑠𝑐(𝑘𝑥, 𝑘𝑦) ∙ 𝑅(𝑘𝑥, 𝑘𝑦) (2.38) 
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Here 𝑊(𝑘𝑥 , 𝑘𝑦) presents the DCF for acquired k-space data in a non-Cartesian 

sampling scheme. Initially, the DCF can be simply obtained by weighting factors 

which are directly proportional to the square of the distance from sampled data to 

k-space center while the DCF can also be obtained by computing a Voronoi diagram 

of the trajectory (35,37). 
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Chapter 3 MRI Acceleration 

MRI can provide the image with high spatial resolution and multi-contrast for 

clinical diagnosis. However, the conventional MRI pulse sequences (GRE, SE, etc.) 

require period ranges from dozens of seconds to minutes to complete the data 

acquisition. Consequently, the MRI has worse temporal resolution compared with 

CT and X-ray. The excessive scan duration also leads to poor medical experience 

for patients. In this chapter, some acceleration techniques including parallel imaging, 

compressed sensing and compressed SENSE are introduced briefly. Several 

experiments are implemented to certificate the robustness of compressed sensing 

for highly accelerated MRI reconstruction 

3.1 Parallel MRI   

The MRI imaging speed can be improved by employing advanced hardware systems. 

With faster gradient switching rates, more frequent RF excitations and stronger 

gradient field, the scan time is reduced effectively in MRI. However, the overall 

acceleration rate highly relies on the property of the hardware system.  

Reducing the number of samples in acquisition (undersampling) is an effective 

method to accelerate MRI imaging. Partial Fourier imaging is one of the simplest 

acceleration techniques which approximately reduce the number of k-space lines by 

half (13-15). The missing k-space samples are derived by exploring the conjugate 

symmetry property of the acquired k-space. The overall AF in Partial Fourier 

imaging is limited to be less than 2.  
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Parallel imaging is another robust acceleration method which accelerates imaging 

speed by exploring field maps information among receiving coil channels (16-19). 

During the MRI scan, a phased array coil with multiple sub-channel elements 

surrounding the imaging object is employed to acquire the excited MR signals. The 

MR signals are acquired by these coil elements simultaneously while the receiving 

MR signals are modified by an adequate receiving sensitivity field map in the 

certain coil channel. The field map difference among receiving channels offers 

additional encoding information which can be used to derive the missing samples 

in undersampled k-space or remove aliasing artefacts in spatial domain. In past 

decades, a variety of parallel imaging techniques like SMASH, SENSE and 

GRAPPA, etc. have been developed and widely implemented in clinical MRI now. 

 

Figure 3-1: (a) An example of 8-channel brain images. The 
inhomogeneous intensity distribution is induced by the receiving 
sensitivity maps of coil channels. A relatively homogenous brain image 

can be recovered by sum-of-square (SOS) of the multi-channel brain 
images. (b) Corresponding receiving sensitivity maps of receiving coil 

elements estimated by Walsh algorithm. 
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Parallel imaging like SENSE requires accurate sensitivity field maps of receiving 

coil channels to derive missing k-space samples. The receiving sensitivity maps 

depend on both the geometry structure of coil arrays and imaging objects. These 

field sensitivity maps can be obtained by implementing an individual pre-scan or 

applying post imaging processing techniques like Walsh algorithm (38) and 

ESPIRiT (39) on the reference k-space kernel. Figure 3-1 shows a series of 

reconstructed brain images from different receiving coil channels and their 

corresponding field maps estimated by Walsh algorithm. Figure 3-2 shows the 

principle of signal intensity modifications from receiving channels. 

 

Figure 3-2: Brain image weighted by a coil receiving sensitivity map: (a) 
Initial brain image. (b) Receiving sensitivity map of a certain coil element. 

(c) Ultimate reconstructed brain image in this channel. 

 

In Figure 3-2, 𝐼𝐴  and 𝐶𝐴  indicate the initial signal intensity and corresponding 

receiving sensitivity factor at spatial position 𝐴. The ultimate intensity presents at 

position 𝐴 is modified by the field map as 𝐼𝐴 · 𝐶𝐴. 

Regular undersampling leads to an increased 𝛥𝑘 in k-space and reduced FOV in 

spatial domain respectively. Aliasing artefacts are consequently produced in the 
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reconstructed images. Aliasing artefacts indicate that the information of several 

pixels is overlapped at a single pixel. The number of pixels involved in overlapping 

is directly determined by the undersampling ratio or AF. For instance, with the 

AF=2, all the pixels are aliased with 2 correlated pixels as: 

𝑆 = 𝐼𝐴 + 𝐼𝐵 (3.1) 

Here 𝑆 presents the signal intensity of a certain pixel aliased by two pixels 𝐴 and 𝐵.  

With additional receiving field maps encoding, the acquired signal in two coil 

channels can be expressed as: 

𝑆1 = 𝐶𝐴1 ∙ 𝐼𝐴 + 𝐶𝐵1 ∙ 𝐼𝐵 

𝑆2 = 𝐶𝐴2 ∙ 𝐼𝐴 + 𝐶𝐵2 ∙ 𝐼𝐵 (3.2) 

where 𝑆1 and 𝑆2 are the signal intensity of the pixel 𝑆 in coil channels 1 and 2. 𝐶𝐴1, 

𝐶𝐴2, 𝐶𝐵1 and 𝐶𝐵2 are the sensitivity coefficients of the aliased pixels 𝐴 and 𝐵 in two 

coil channels. The overlapped pixels can be decomposed by solving the group of 

Equation 3.2 above while an image can be reconstructed without aliasing artefacts 

in SENSE. However, the number of coil channels is typically much larger than 2 in 

practice, leading to a more complicated equation group. 

It is available to simplify the expression of acquired multi-channel MR signals in a 

matrix format.  The acquired signal can be generalized as: 

𝑆 = 𝐸 ∙ 𝑚 (3.3) 

where 𝑆 is the acquired multi-coil MR signal vector, 𝑚 presents the image vector to 

be reconstructed. 𝐸 is the multiple coil encoding matrix. The non-aliased images 
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can be reconstructed from regular undersampled k-space by solving an optimization 

problem as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑚 = ‖𝐸 ∙ 𝑚 − 𝑠‖2
2 (3.4) 

Theoretically, the AF in SENSE is limited by the number of coil channels. However, 

the noise level in the reconstructed images is increased when the higher 

undersampling ratio is used. The amplification of noise in parallel imaging is 

determined by receiving coil design and expressed by an equation as: 

𝑆𝑁𝑅 =
𝑆𝑁𝑅0

𝑔√𝑅
(3.5) 

Where 𝑆𝑁𝑅0 is the baseline of SNR of the MRI system and 𝑔 is the geometry-factor 

(g-factor) which is related to the design of coil structure (40). The SNR in parallel 

imaging is inversely proportional to the undersampling ratio. 

3.2 Compressed Sensing 

Compressed Sensing was initially reported by Donoho in 2006 (20) and it was 

applied for under-sampling MRI reconstruction soon by Lustig in 2007 (21). In past 

decades, a variety of compressed sensing based acceleration techniques has been 

released for highly undersampled MRI reconstruction. 

The basic principle of compressed sensing is based on the fact that majority of 

digital images including medical images are typically compressive with appropriate 

transform like DWT and TV (21,22). Images are expressed sparsely in these 

transform domains. Power is mainly concentrated on a few transform coefficients 

while other transform coefficients have negligible power. Inversely, a few 
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transformed coefficients are sufficient to recover the images with negligible loss of 

details while it offers the compression availability for highly undersampled MRI 

reconstruction. 

3.2.1 Sparse Representation in Measurement 

Similar to the parallel imaging, the undersampled MR signals in compressed 

sensing can be simply expressed in a matrix format as: 

 𝑠 = 𝛷 ∙ 𝑚 (3.6) 

where 𝑠 is a measured signal vector with the size 𝑀 × 1 and 𝑚 presents an initial 

signal vector with the size 𝑁 × 1. 𝛷 is the sampling matrix with the size 𝑀 × 𝑁. In 

fully sampled MRI, the number of measurements is equal to the size of signal as 

𝑀 = 𝑁.  

Undersampling is achieved by implementing fewer measurements than the signal 

size as 𝑀 < 𝑁. Consequently, there are multiple solutions existing in Equation 3.6 

if matrix 𝛷 has full rank. However, it is practical to recover the signal vector from 

insufficient measurement when the signal can be expressed sparsely. 

In a 𝐾-sparse signal, the majority of signal components are zero while at most 𝐾 

signal components are non-zero. Therefore, the size of measurement matrix 𝛷 can 

be reduced from 𝑀 × 𝑁  to 𝑀 × 𝐾  and thus a new measurement matrix 𝛷𝐾  is 

generated. The 𝐾 -sparse signal 𝑚  is expressed as 𝑚𝐾 . The measured signals 

become: 

𝑠 = 𝛷𝐾 ∙ 𝑚𝐾 (3.7) 
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The intrinsic sparse signal is relatively rare in practice. However, a variety of signals 

including MR signals can be expressed sparsely with an appropriate sparse 

transform 𝛹. The signal is then expressed as: 

𝑚 = 𝛹𝑥 (3.8) 

where 𝑥 is the sparse representation of 𝑚. Figure 3-3 shows a sparse representation 

of a brain MRI image in DWT domain. The magnitude of majority of DWT 

coefficients are approaching zero as shown in Figure 3-3b.  

 

Figure 3-3: (a) The T1 weighted brain image. (b) Sparse representation 
of brain image in wavelet transform domain. Majority of DWT coefficients 

are approximately zero. (c) The brain image recovered from wavelet 
domain with 15% wavelet coefficients. The brain structure information 

was reserved effectively with about 6-fold smaller size. 

 

The measured signal vector 𝑠 can be expressed with the sparse representation as: 

𝑠 = 𝛷𝛹𝑥 (3.9) 

It can combine the sparse representation matrix 𝛹 and measurement matrix 𝛷 as a 

single matrix as 𝐴. The measured signal vector 𝑠 is ultimately expressed as: 

𝑠 = 𝐴𝑥 (3.10) 
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𝐴 is required to obey the restricted isometry property (41), expressed as: 

(1 − 𝛿𝐾)‖𝑥‖2
2 ≤ ‖𝐴𝑥‖2

2 ≪ (1 + 𝛿𝐾)‖𝑥‖2
2 (3.11) 

Here 𝛿𝐾  is the isometry constant which defines the performance of hybrid 

measurement matrix 𝐴. When the value of 𝛿𝐾 approaches zero, the measurement 

matrix 𝐴 causes less loss, ensuring the improved compressed sensing performance. 

3.2.2 Sparse MRI 

Restricted isometry property of matrix 𝐴 is the golden standard to guarantee the 

recovery of sparse signals. However, verifying restricted isometry property is 

typically difficult due to the excessive computation cost. Another property named 

coherence of matrix 𝐴 is implemented to evaluate the performance of compressed 

sensing. The mutual coherence describes the inner product between two columns in 

matrix 𝐴 and it can be evaluated by calculating the Gram matrix (𝐴𝐻𝐴) of 𝐴. High 

incoherence is achieved by the small diagonal entries in Gram matrix, leading to 

better recovery of sparse signals. 

MR signals are acquired in the spatial frequency domain k-space in MRI. The 

measurement matrix is expressed as the sampling scheme. The matrix with less 

measurement is expressed as the partial Fourier encoding matrix in the case of 

undersampling. The parameter point spread function (PSF) of the sampling schemes 

is a nature tool to measure the incoherence of the measurement matrix (21). The 

PSF is a parameter to evaluate the interference between pixels in the spatial domain. 

It measures the contribution of a unit-intensity pixel at position 𝑖  to a pixel at 

position 𝑗 and can be expressed by: 
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𝑃𝑆𝐹𝑖;𝑗 = 𝑒𝑗
∗𝐹𝑢

∗𝐹𝑢𝑒𝑖 (3.12) 

where 𝑒𝑖  and 𝑒𝑗  are the 𝑖 th and 𝑗 th vectors of the nature basis.  𝐹𝑢  is the partial 

Fourier encoding operator. In fully sampled k-space, the interference between pixels 

is zero as 𝑃𝑆𝐹(𝑖; 𝑗)|𝑖≠𝑗 = 0 . Undersampling in k-space causes pixels to be 

interfered with each other and non-zero value of 𝑃𝑆𝐹(𝑖; 𝑗)|𝑖≠𝑗. The incoherence can 

be simply measured by the maximum of sidelobe-to-peak ratio (SPR), given by:  

𝑚𝑎𝑥𝑖≠𝑗 = |
𝑃𝑆𝐹(𝑖, 𝑗)

𝑃𝑆𝐹(𝑖, 𝑖)
| (3.13) 

Regular undersampling is employed in parallel imaging for accelerating data 

acquisition. However, larger magnitude is induced on sidelobes in PSF of regular 

sampling while multiple pixels are highly aliased. The poor incoherence of regular 

undersampling cannot satisfy the requirements of compressed sensing for 

recovering sparse signals. Unlike regular undersampling in parallel imaging, 

compressed sensing is implemented with a random or pseudorandom sampling 

pattern which achieves much better sampling incoherence. The energy of the 

acquired signals is highly concentrated on the low frequency components. Hence 

random sampling is preferred to take more measurements in the k-space center.  

In 3D Cartesian MRI, the random sampling can be achieved in the phase encoding 

plane (𝑘𝑦-𝑘𝑧 plane). However, random sampling scheme is limited by the hardware 

system in 2D Cartesian MRI. Meanwhile, undersampling on the frequency encoding 

dimension does not reduce the acquisition time. Hence, random sampling is only 

performed on phase encoding dimension while the sampling incoherence is limited 
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in 2D Cartesian sampling. Non-Cartesian sampling schemes like radial sampling 

intrinsically contain more measurements in k-space center. The radial sampling 

scheme distributes undersampling interference among all the spatial directions, 

achieving high incoherence for better sparse signal recovery in compressed sensing.  

 

Figure 3-4: (a) Random sampling on phase encoding dimension in 2D 

Cartesian sampling. (b) Corresponding PSF of 2D Cartesian sampling 
scheme on phase encoding dimension. (b) 2D random sampling scheme. 

(d) PSF of the 2D random scheme with much better incoherence. 
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Figure 3-4 shows a comparison of the PSF in 2D Cartesian sampling scheme with 

random sampling on phase encoding dimension and 2D random undersampling 

scheme. Much better incoherence is achieved in 2D random undersampling. Besides 

the requirement of incoherence, sparse representation of the MR signals is required 

for the image recovery in compressed sensing. The sparsity of the signal vector can 

be measured the number of non-zero components, expressed by its 𝐿0 norm as: 

‖𝑥‖0 = ∑|𝑥𝑖|
0

𝑖

(3.14) 

The sparse signal 𝑥 is recovered by minimizing the  𝐿0 norm in compressed sensing 

as:  

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 = ‖𝑥‖0 

𝑠. 𝑡.  𝑠 = 𝛷𝛹𝑥 = 𝐴𝑥 (3.15) 

In consideration of noise in the measurements, the Equation 3.15 is converted with 

a 𝐿2 norm as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 = ‖𝑥‖0 

𝑠. 𝑡.  ‖𝑠 − 𝐴𝑥‖2
2 ≤ 𝜖 (3.16) 

where 𝜖  presents the estimated noise level. 𝐿2  norm is a measurement of data 

consistency between reconstruction results and measurements. The signal vector 𝑚 

shows the sparsity in an appropriate transform domain. Hence, the MRI images can 

be recovered by solving the equations as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑓 = ‖𝛹𝐻𝑚‖0 

𝑠. 𝑡.  ‖𝑠 − 𝛷𝑚‖2
2 ≤ 𝜖 (3.17) 
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where 𝐻  presents the Hermitian conjugate. Minimizing 𝐿0  norm is an NP-hard 

problem and leads to intensive computation. In consideration of computation cost, 

a 𝐿1 norm is used to replace the 𝐿0 norm if certain conditions are satisfied (41). 

𝑎𝑟𝑔𝑚𝑖𝑛𝑓 = ‖𝛹𝐻𝑚‖1 

𝑠. 𝑡.  ‖𝑠 − 𝛷𝑚‖2
2 ≤ 𝜖 (3.18) 

In practice, the constrained minimization problem is converted into an 

unconstrained format by using Lagrange multipliers as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑚 = ‖𝑠 − 𝛷𝑚‖2
2 + 𝜆‖𝛹𝐻𝑚‖1 (3.19) 

Here 𝜆 is a penalty factor which trades off data fidelity and sparsity representation 

in 𝐿2 norm and 𝐿1 norm respectively. The MR signals are encoded in a Fourier 

transformed format by delicate gradient encoding, the Equation 3.19 is thus 

converted into MRI format as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 =
1

2
‖𝐹𝑥 − 𝑏‖2

2 + 𝜆‖𝑇𝑥‖1 (3.20) 

Here 𝑥 presents the images to be reconstructed and 𝐹 is the undersampled Fourier 

operator. 𝑇 is a sparsity transform and typically selected as TV or DWT in MRI. 

The optimization problem in Equation 3.20 can be solved by Non-linear Conjugate 

Gradient (NLCG) descent (42), iterative shrinkage and thresholding algorithm 

(ISTA) (43) and fast iterative shrinkage and thresholding algorithm (FISTA) (44), 

etc. 
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3.2.3 Compressed SENSE 

In practice, the receiving field map of an individual coil channel is limited. MR 

signals are acquired by multiple coil channels simultaneously. By SOS combination 

of multi-channel datasets, the SNR and field map homogeneity are improved in MRI. 

The conventional compressed sensing reconstruction is applied coil-by-coil which 

experiences the intensive computation burden and interference from low SNR. The 

compressed sensing can be combined with the parallel imaging which in the SENSE, 

formed compressed SENSE, for a faster and better sparse recovery (45,46). The 

compressed SENSE framework contains additional field map information than 

standard compressed sensing as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 =
1

2
‖𝐹𝐶𝑥 − 𝑏‖2

2 + 𝜆‖𝑇𝑥‖1 (3.21) 

where 𝐶  represents the multi-channel field maps. With estimated field map 

information, compressed SENSE reconstructs multiple channel datasets 

simultaneously instead of channel-by-channel reconstruction. Meanwhile, the 

performance of compressed sensing highly relies on the incoherence of 

undersampling schemes. The additional field maps encoding is helpful to further 

increase the undersampling incoherence (46). 

3.3 Simple Applications of Compressed Sensing 

The experiments of compressed sensing were implemented on a 𝑇1-weighted brain 

dataset provided by Huang (47). The matrix size of the brain image is 256*256. 

Two resolution phantom datasets were acquired by the 2D FLASH based radial 

sampling scheme on a 3.0T super-conduct scanner (Philip Achieva, Philip Medical 
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Systems, Best, Netherland) equipped with a 30-element head array coil. The matrix 

size of these two phantom datasets were 384 readout points * 200 spokes * 30 

channels and 384 readout points * 18 spokes * 30 channels respectively. The 

corresponding AF for these two phantom datasets was 3 and 33 respectively. 

Figure 3-5 shows the procedures of a random undersampling simulation on the T1-

weighted brain dataset.  Random sampling scheme achieves a relatively ideal 

incoherence while noise-like artefacts are induced on the brain image. These noise-

like artefacts have negligible power in the sparse transform domain like DWT. 

 

Figure 3-5: Basic procedure of simulation of the compressed sensing. 
Random undersampling pattern induces noise-like artefacts while these 

artefacts have negligible power in the DWT domain.  

 

Figure 3-6 shows the reconstruction results of a simulated brain dataset at AF=6. 

Basic brain structures were recovered and noise-like undersampling artefacts were 

compressed successfully by compressed sensing. As MRI images were not 

completely sparse in the DWT domain, some detailed information was lost due to 

the filtering of small coefficients in DWT domain.  

Figure 3-7 shows the generation of an additional multi-channel brain dataset by 

introducing additional 4 virtual field maps. Both initial brain dataset and 4-channel 
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brain dataset were undersampled by a uniform radial sampling pattern at AF=4 and 

reconstructed by standard compressed sensing and compressed SENSE respectively.  

Figure 3-8 shows a comparison of error maps to the reference brain image in 

compressed sensing and compressed SENSE. Using the initial brain image as the 

reference, the Root Mean Square Error (RMSE) in compressed sensing and 

compressed SENSE were 0.0128 and 0.0107 respectively. Better brain structures 

and fewer relative errors were observed in Compressed SENSE.  

Figure 3-9 shows the performance of compressed SENSE for reconstructing the 

highly undersampled phantom dataset. The multi-channel field maps were 

estimated by ESPIRiT algorithm (39). The radial sampling scheme offered high 

incoherence while there was no obvious artefact observed in the image 

reconstructed by the NUFFT at AF=3. The structure and contrast of the resolution 

phantom were relatively simple, showing high sparsity in the sparse domain. Even 

if significant artefacts were induced on the image at AF=33, the phantom structure 

was still successfully recovered by compressed SENSE with few residual artefacts.  

 

Figure 3-6: (a) Fully sampled reference brain image. (b) Randomly 
undersampled brain image at AF=6. (c) Brain image reconstructed by 

compressed sensing at AF=6. 



48 
 

 

 

 

Figure 3-7: Simulation about producing a multi-channel brain MRI 

dataset with virtual receiving sensitivity maps. 

 

 

 

 

Figure 3-8: A comparison of compressed sensing and compressed SENSE 

in reconstructing a radial undersampled brain image at AF=4. Compared 

to the reference, fewer errors were observed in compressed SENSE  
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Figure 3-9: (a) NUFFT reconstruction of phantom dataset acquired by 
radial sampling pattern at AF=3. (b) NUFFT reconstruction of phantom 

dataset acquired by radial sampling pattern at AF=33. (c) Phantom 
image reconstructed by compressed SENSE at AF=33. The residual 

undersampling artefacts are labelled by a red solid arrow. 

 

3.4 Conclusion 

Parallel imaging accelerates the MRI data acquisition by utilizing the additional 

field map encoding information from receiving coil channels. Increased AF is 

achieved at the expense of SNR in parallel Imaging. By exploring the sparsity of 

MRI images, compressed sensing reduces the number of measurements effectively. 

The combination of compressed sensing and parallel imaging shows the robustness 

for reconstructing MRI images from the highly undersampled k-space. 

 

 

 

 

 



50 
 

Chapter 4 Stack-of-Stars Central Out 

Golden Angle UTE Imaging 
 

During MRI scans, the excited net magnetization vector 𝑀𝑥𝑦 of tissues decayed at 

a variety of rates due to the different proton densities and tissue structures. The 

parameter TE which presents the duration between signal excitation and the 

acquisition of k-space center decides the amount of decay for the tissue signal. In 

the conventional pulse sequence like SE and GRE, the minimum TE is limited as 

milliseconds which is sufficiently small for imaging the general tissues. However, 

from the earliest days of clinical MR, it was recognized that there were tissues with 

extremely short 𝑇2 (typically <1ms), including cortical bone, tendons and ligaments, 

etc (48). The excited signal of these tissues will experience significant decay before 

the data acquisition in conventional pulse sequences. Consequently, these tissues 

become invisible in final reconstructed images, resulting in the loss of significant 

diagnosis information. Though, with the development of fast gradient echo pulse 

sequences, the shorter TE about 1 ms is now available. For the tissues with 𝑇2 below 

1 ms, the final image quality is still degraded due to the significant signal decay. 

To image the tissues with extremely short 𝑇2 value, UTE and zero time-echo (ZTE) 

techniques have been developed based on the non-Cartesian sampling pattern. Both 

ZTE and UTE start to acquire data as soon as possible after RF excitation, leading 

to central out k-space trajectory (49,50). Unlike UTE, ZTE turns on the readout 

gradients prior to the RF excitation while the TE is theoretically approaching zero. 

The readout gradients in ZTE are gradually varied for fulfilling the k-space. These 
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readout gradients are not switched off until completing the data acquisition. Hence, 

ZTE can reduce the acoustic noise caused by gradient switching effectively (50). 

However, the center of k-space in ZTE is crossed due to switching of hardware from 

transmit to receive mode. ZTE typically requires support from additional imaging 

protocols like single-point imaging to acquire the k-space center (51). High 

performance hardware is required for ZTE to support the hybrid acquisition model. 

Meanwhile, ZTE is limited for the full excitation 3D imaging due to this special 

acquisition model (49). 

Compared to ZTE, UTE can achieve similar contrast and SNR efficiency for 

volumetric imaging of ultrashort-𝑇2 components (49,52). UTE can achieve the 2D 

imaging and 3D imaging with limited FOV by half pulse excitation and slab 

selective excitation respectively. The feasibility of imaging volume in UTE is a 

significant merit for clinical application. Furthermore, UTE is less sensitive to the 

hardware performance and can be used for the low field (<3T) MRI imaging. 

Currently, there are three main designs of the pulse sequence to achieve the UTE 

imaging, including  2D slice-selective UTE imaging (6,7), 3D non-selective UTE 

imaging (9,53,54) and hybrid 3D UTE imaging (11,12,26,55-57).  In this chapter, 

three kinds of UTE techniques are introduced briefly. A modified stack-of-stars 

central out golden angle radial sampling pulse sequence has been proposed for 3D 

UTE imaging. A pre-scan method is used to calibrate the sampling trajectory while 

an iterative DCF is implemented to improve the reconstruction quality. 
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4.1 2D UTE Imaging 

In conventional Cartesian or non-Cartesian sampling pulse sequences, the k-space 

is gradually filled from −𝑘𝑚𝑎𝑥  to 𝑘𝑚𝑎𝑥  with the pre-dephasing section of the 

readout gradient. In 2D slice selective imaging, a short TE can be achieved by 

implementing the non-Cartesian sampling (typically radial sampling) without the 

pre-dephasing gradient. The data acquisition is started simultaneously with the 

ramping up of readout gradient. The first sample point is not encoded by any 

gradients, presenting the central point of k-space. The sampled data is distributed 

non-uniformly on acquired spokes as well. The frequency gap between two adjacent 

samples is increased continuously until the readout gradient arrives at a constant 

strength.  

RF pulse excitation is another factor which extends the TE significantly. Sufficient 

duration is desired for RF to excite a 2D profile with acceptable thickness while a 

refocusing gradient on slice dimension is required. Half pulse excitation technique 

is developed in 2D UTE to minimize the effective TE further. Two half RF pulses 

are used for excitation under the opposite selection gradients. The frequency leakage 

caused by truncation of half RF pulse is also removed in the combined profiles (6,7). 

To maintain the excited profile and remove refocusing gradient completely, 

Variable-Rate Selective Excitation (VERSE) pulse has been developed to excite the 

MR signals during ramping down of the selective gradient (58,59). Currently, a 

minimum 8 us TE has been achieved in 2D UTE imaging with a special design of 

coil systems. Figure 4-1 shows a representative 2D UTE pulse sequence diagram 

with half pulse excitation and VERSE modification. 
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Figure 4-1: 2D UTE imaging sequence with a ramped half Gaussian soft 
pulse for excitation. The TE of the pulse sequence is theoretically 

approaching zero, limited by the switch duration of coil systems. 

 

4.2 3D UTE Imaging 

Compared with 2D slice-selective UTE imaging, 3D UTE imaging pulse sequence 

structure is relatively simple. A non-selective RF pulse with short duration is 

implemented to excite a volume in the absence of slice-selective gradients as shown 

in Figure 4-2. Besides the readout gradient on x-axis and y-axis in 2D radial 

encoding, another direction of the coordinate system z-axis has also been introduced 

as frequency encoding in 3D UTE imaging. The data acquisition starts accompanied 

with the ramping up of three readout gradients, forming 3D central out radial 

sampling.  Through adjusting the ratio of gradient strength among three orthogonal 

directions delicately, the acquired spokes are available to fulfill the “sphere” k-space 

sufficiently (54).  A time gap (typically <200us) is placed between the end of RF 

pulse and the start point of readout gradients to cover the dead time of coil receiving 

system (60,61). The minimum TE in 3D UTE imaging is mainly determined by this 

time gap.  
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3D imaging protocol offers intrinsic high SNR in UTE techniques. Meanwhile, the 

3D UTE profiles can be reconstructed with an isotropic resolution which is desired 

for accurate clinical diagnosis. 

 

Figure 4-2: 3D UTE imaging pulse sequence diagram. Three readout 

gradients are implemented on x, y and z axes respectively, forming 3D 

central out radial sampling. 

 

4.3 Hybrid 3D Sampling Pattern for 3D UTE Imaging 

The data acquisition efficiency is degraded by half pulse excitation in 2D UTE and 

the excessive number of spokes is required in 2D UTE to satisfy the Nyquist 

sampling standard (7). Meanwhile, both half pulse excitation and VERSE 

modification are extremely sensitive to hardware imperfections (59). 3D UTE 

imaging offers intrinsic high SNR in MRI. By acquiring a sphere encoded k-space, 

a 3D image matrix can be reconstructed with an isotropic resolution. However, the 

time cost in both data acquisition and gridding reconstruction in 3D UTE is 

relatively large. The imaging acceleration is typically achieved by undersampling 

which degrades the image quality and induces streaking artefacts.    
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Besides two central out radial sampling based UTE imaging methods, a 3D hybrid 

sampling pattern called stack-of-stars sampling has been proposed for UTE imaging 

and become increasingly popular (11). This hybrid sampling achieves fast data 

acquisition and reconstruction simultaneously.  

4.3.1 Stack-of-Stars Sampling  

Stack-of-stars sampling uses a selective RF pulse incorporated with a weak slice 

selective gradient to excite a segment of the imaging object. Instead of employing 

3D radial sampling to achieve isotropic volumetric coverage, stack-of-stars 

sampling extends the conventional 2D radial sampling scheme into 3D acquisition 

scheme by adding an additional phase encoding gradient on the partition dimension 

(10). Hence, radial sampling and Cartesian sampling are employed in transverse 𝑘𝑥-

𝑘𝑦  plane and partition 𝑘𝑧  dimension respectively in stack-of-stars sampling as 

shown in Figure 4-3, forming a hybrid 3D acquisition scheme.  

The merit of this encoding scheme is the flexible selection of slab and slice thickness 

during acquisition and reconstruction. FFT is implemented to decouple the k-space 

of slices from the hybrid 3D dataset. NUFFT can be used to reconstruct each slice 

individually, offering much higher reconstruction efficiency than the conventional 

3D radial sampling.  
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Figure 4-3: 3D stack-of-stars sampling pulse sequence diagram. 
Transverse plane and slice dimension are encoded by radial sampling 
and Cartesian sampling respectively. A shorter TE and TR can be 

achieved by combing the 𝐺𝑝𝑧 and refocusing section of slice selective 

gradient.  

 

4.3.2 Golden Angle Radial Sampling 

The general radial sampling rotates the spokes gradually to fulfill the k-space. 

Golden angle radial sampling is an advanced radial sampling technique which is 

typically implemented for accelerated MRI imaging. The angle between two 

adjacent acquired spokes is fixed and set as a golden angle (typically 111.246°) 

which ensures approximately uniform coverage of k-space for any arbitrary number 

of consecutive spokes (10,29). Figure 4-4 shows a comparison between the 

conventional radial sampling pattern and the golden angle radial sampling pattern 

with only 10 spokes (the total number of spokes is 100). It is obvious that several 

spokes acquired by golden angle ratio can cover the k-space roughly. 
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Figure 4-4: A comparison of partial sampling pattern between uniform 

radial sampling and golden angle radial sampling. 10 spokes are selected 
from two radial sampling patterns with a total of 100 spokes. K-space is 

still roughly covered by a partial part of golden angle radial sampling.   

 

Meanwhile, the spokes acquired by golden angle radial sampling will never be 

overlapped by other spokes. The overall acquired spokes can be subdivided into 

multiple temporal frames according to the time sequence. The sampling trajectories 

among subdivided frames are different which offers additional incoherence along 

the temporal dimension. Hence, golden angle radial sampling pattern is typically 

combined with compressed sensing for dynamic MRI reconstruction with high 

temporal-spatial resolution. 

4.3.3 Stack-of-Stars Central Out Golden Angle UTE imaging 

It is also practical to achieve the ultra-short TE in a hybrid stack-of-stars pattern by 

employing the central out radial sampling model. The design of stack-of-stars UTE 

is similar to the previous 3D UTE. A non-selective RF pulse with a short duration 

is employed to eliminate the slice selective gradients. The time gap between RF 

excitation data acquisition in conventional 3D UTE is occupied by the phase 
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encoding section on slice dimension in stack-of-stars UTE. Data acquisition starts 

immediately with ramping up of readout gradients after Cartesian phase encoding 

as shown in Figure 4-5. The minimum TE in stack-of-stars UTE is mainly 

determined by the duration of Cartesian phase encoding.  

 

Figure 4-5: 3D stack-of-stars UTE pulse sequence diagram. TE is reduced 
by employing a short duration RF pulse and central out radial sampling 
pattern.  The minimum TE is typically limited by the duration of phase 

encoding gradient 𝐺𝑝𝑧. 

 

4.3.4 Stack-of-Stars UTE with Adaptive Time Echo 

The minimum TE is also limited by the gradient systems in stack-of-stars UTE 

imaging. Shorter TE can be achieved by gradually reducing the phase encoding 

duration. However, gradient magnitude is supposed to be increased continuously to 

maintain the effective phase encoding while the protection system will be triggered 

by the excessive gradient strength. Hence, the minimum TE in stack-of-stars UTE 

is around 200 us which is typically larger than conventional 3D UTE. 
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To tackle with the limitation from phase encoding, an advanced stack-of-stacks 

UTE with adaptive TE (56) has been proposed. For phase encoding, much smaller 

gradient magnitude and duration are required to encode central k-space than the 

outer k-space. 

 

Figure 4-6: Advanced 3D stack-of-stars UTE pulse sequence diagram 
with adaptive TE. The duration of phase encoding gradient 𝐺𝑝𝑧  is 

increased gradually from central k-space to the outer k-space along the 
slice dimension. Minimum TE is achieved for k-space center which 

defines the basic image contrast. 

 

Hence, an adaptive TE is achieved by gradually increasing the phase encoding 

duration on partition dimension from the central partition to the edge partitions in 

stack-of-stars UTE as shown in Figure 4-6. Therefore, the minimum TE is achieved 

for the central partition which defines the basic MRI image contrast. The minimum 

TE in this advanced stack-of-stars UTE is the same as conventional 3D UTE and 

only limited by the dead time of the coil system. 
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4.4 Trajectory Calibration 

Hardware system imperfections like eddy current and timing delay induce gradient 

delay and gradient distortion. Consequently, the actual k-space trajectory deviates 

from the assumed one (62-64). In conventional Cartesian sampling, the deviation of 

samples in k-space just induces the additional phase modification in spatial domain 

while the reconstruction of magnitude map is not interfered (1). However, the radial 

sampling pattern contains multiple readout gradients among orthogonal directions 

while different deviations are induced among these readout directions. The gap of 

deviation results in a mismatch of readout gradients and thus induces significantly 

streaking artefacts.  

In conventional radial sampling, k-space data is acquired at the constant section of 

readout gradient. The corresponding deviation of sampling trajectory is relatively 

stable and can be measured with pre-scans (65-67). Central out radial sampling 

acquires the central k-space data during ramping up of the readout gradient and thus 

it is much more sensitive to the gradient distortion and gradient delay. Here, we 

implemented a robust trajectory measurement method with additional signal 

shifting (68) to measure the actual sampling trajectory.  

The trajectory measurement is achieved by acquiring MR signals from multiple 

slices located along the axis of the gradient of interest. Figure 4-7 shows the basic 

pulse sequence diagram for sampling trajectory measurement. A pair of slice 

selective gradients incorporates with a long duration of RF are implemented to 

excite the profile with extremely thin thickness. The following readout pattern is the 

same as the central out radial sampling for trajectory measurement. The slice 
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selected gradient and readout gradient are implemented at the same axis. If we use 

the x-axis as the example, the acquired signal 𝑆𝑖(𝑘𝑥)  can be expressed as: 

𝑆𝑖(𝑘𝑥(𝑡)) = ∫ 𝜌𝑖(𝑥)𝑒−𝑗(2𝜋𝑘𝑥𝑥+𝛷(𝑥,𝑡))
+∞

−∞

𝑑𝑥 (4.1) 

where 𝜌𝑖(𝑥) presents the transverse magnetization density (modulated by RF pulse) 

at position 𝑥𝑖. 𝛷(𝑥, 𝑡) is the phase accumulated by the 𝐵0 inhomogeneity in both 

spatial and temporal domains. With well 𝐵0 shimming, 𝛷(𝑥, 𝑡) can be neglected 

between two closed slices with relatively thin thickness. Meanwhile, due to the 

limited thickness of the excited profile on the 𝑥 -axis, most of MR signals are 

acquired from the position 𝑥𝑖. Hence, the equation about 𝑆𝑖(𝑘𝑥)  can be re-written 

as: 

𝑆𝑖(𝑘𝑥(𝑡)) = 𝜌𝑖(𝑥)𝑒−𝑗(2𝜋𝑘𝑥𝑥𝑖)) (4.2) 

With proper slice gradient refocusing, the phase offset of the acquired signal is 

defined by the position of excited profile only. At the central position 𝑥𝑖 = 0, there 

is no phase offset in the acquired MR signal. Both 𝑆𝑖(𝑘𝑥(𝑡))  and its Fourier 

transform 𝜌̂(𝑘𝑥) are real and even. Inversely, it is available to introduce phase offset 

by exciting profile deviating from the center of the axis. 

If two slices at position 𝑥1 and 𝑥2 are excited in two individual pre-scans, there will 

be a phase gap between acquired MR signals from two slices.  The effective k-space 

coordinate 𝑘𝑥(𝑡) can then be figured out as: 

𝑘𝑥(𝑡) =
𝜑2 − 𝜑1

2𝜋(𝑥1 − 𝑥2)
(4.3) 
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where 𝜑1 and 𝜑2 are the phases of the acquired complex signal at positions 𝑥1 and 

𝑥2. To obtain the actual sampling trajectory accurately, it is essential to unwrap the 

phase of acquired MR signals. However, the magnitude of acquired signal decreases 

significantly from low k-value to high k-value while signal nulling occurs. The 

signal nulling results in critical phase determination and phase unwrapping. 

Significant errors are observed in measured k-space trajectories at high k-value (68). 

To overcome the measurement error caused by signal nulling, an additional 

dephasing gradient has been introduced into the same axis in the pre-scan as shown 

in Figure 4-8. The dephasing gradient is placed prior to the readout gradient to be 

calibrated. The MR signal at the position 𝑥𝑖  is acquired three times with the 

dephasing gradients 𝐺, 0 and – 𝐺 respectively. The dephasing gradient shifts the 

position of peak magnitude of the acquired MR signal. Consequently, the signal 

nulling of the acquired signal occurs at different time points in these three pre-scans. 

The acquired signal 𝑆𝑖
𝐺  modified by a dephasing gradient is expressed as:   

𝑆𝑖
𝐺(𝑘𝑥(𝑡)) = 𝜌̂(𝑘𝑥(𝑡) + 𝑘𝐺)𝑒−𝑗(2𝜋𝑘𝑥𝑥𝑖))𝑒−𝑗(2𝜋𝑘𝐺𝑥𝑖)) (4.4) 

Additional phase offset 𝜑𝐺 = 𝑒−𝑗(2𝜋𝑘𝐺𝑥𝑖)) is introduced by the dephasing gradient 

while the points with magnitude approaching zero are distributed at symmetrical 𝑘𝑥 

value. The dephasing gradient is designed as: 

𝑘𝐺 =
1

𝛥𝑠
(4.5) 

where 𝛥𝑠  presents the thickness of excited profile in the pre-scan. The slice 

positions are designed as multiples of 𝛥𝑠 while the effective phase offset introduced 



63 
 

by dephasing gradient 𝜑𝐺 = 1. The equivalent effect from dephasing gradient has 

been eliminated while the SNR of acquired signal at position 𝑥𝑖  is improved 

effectively by averaging the 𝑆𝑖
−𝐺, 𝑆𝑖 and 𝑆𝑖

𝐺 .  

 

 

Figure 4-7: Pulse sequence for measuring the central out radial sampling 

trajectories. All the gradients are placed on the same axis while multiple 
slices are excited at different positions on this axis. Three orthogonal 

axes are measured by individual pre-scans respectively. 

 

 

Figure 4-8: Advanced trajectory measurement pulse sequence diagram. 

An additional dephasing gradient 𝐺 is introduced into the pre-scan to 
shift the position of signal nulling in the acquired MR signal. The SNR of 

acquired is improved by averaging pre-scans with dephasing gradient +𝐺, 

0 and – 𝐺 while the errors from signal nulling are compressed effectively. 
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4.5 Iterative Density Compensation Function 

In non-Cartesian radial sampling, non-uniform sampling density is induced during 

data acquisition. The density of sample points in k-space center is much higher than 

the outer k-space. The DCF is designed to compress the blurring caused by 

excessive accumulation of low frequency components in k-space. The DCF can be 

simply obtained by a linear function or computing a Voronoi diagram (35,37). 

However, the central out radial sampling pattern in UTE induces an even higher 

sampling density in the k-space center compared with conventional radial sampling. 

The deviation of sampling trajectory caused by system imperfection demands an 

advanced DCF for gridding compensation. A relatively ideal DCF can be achieved 

by an iterative numerical method (69). The overall gridding equations in chapter 2.6 

can be expressed as: 

𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) = [(𝑀 ∙ 𝑆 ∙ 𝑊) ∗  𝐶] ∙ 𝑅 (4.6) 

where 𝑀𝑠𝑐𝑠 is the gridded data while 𝑘𝑥 and 𝑘𝑦 are k-space coordinates. M is the 

original MR signal and 𝑊  represents the DCF. 𝐶  and 𝑅  are the convolution 

function and Cartesian grid respectively. The non-Cartesian sampling function 𝑆 

typically offers high sampling density and low sampling density in central k-space 

and outer k-space respectively. As mentioned in Equation 2.30, 𝑆 consists of a series 

of Dirac functions. Without loss of generality,  𝑊 can be defined to be nonzero only 

at the sampling locations ( 𝑘𝑥, 𝑘𝑦 ) and thus  𝑊 = 𝑆 ∙ 𝑊 . The Equation 4.6 is 

simplified as: 

𝑀𝑠𝑐𝑠(𝑘𝑥, 𝑘𝑦) = [(𝑀 ∙ 𝑊) ∗  𝐶] ∙ 𝑅 (4.7) 
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The Fourier equivalent to the Equation 4.7 in spatial domain is: 

𝑚𝑠𝑐𝑠(𝑥, 𝑦) = [(𝑚 ∗  𝑤) ∙ 𝑐] ∗  𝑟 (4.8) 

An ideal DCF can compensate unbalanced sampling density in 𝑆 so that weighting 

and convolution do not affect the image 𝑚. Hence, 𝑤 is supposed to be a delta 

function at position (𝑥, 𝑦) within the FOV while an accurate reconstruction can be 

achieved as: 

(𝑚 ∗  𝑤) ∙ 𝑐 = 𝑚 ∙ 𝑐 (4.9) 

Currently,  𝑤 is zero in the spatial domain except at a certain position within the 

imaging FOV as: 

                                    𝑤(𝑥, 𝑦) = 1,         𝑥 = 𝑦 = 0 

𝑤(𝑥, 𝑦) = 0, 𝑥 < √𝑥2 + 𝑦2 < 𝑑 (4.10) 

 

Consecutively, the combination of 𝑤 and 𝑐 is supposed to be a Dirac function to 

support the accurate reconstruction and minimize convolution effect as: 

𝑤 ∙ 𝑐 = 𝛿(𝑥, 𝑦) (4.11) 

By convolving both sides of Equation 4.11 by 𝑤, a function 𝑤 can be given as: 

𝑤 ∗ (𝑤 ∙ 𝑐) = 𝑤 (4.12) 

In frequency domain, the Equation 4.12 is expressed as: 

𝑊 ∙ (𝑊 ∗  𝐶) = 𝑊 (4.13) 

Dividing both sides of Equation 4.13 by the (𝑊 ∗  𝐶), a relatively ideal DCF can 

be obtained by a stable iteration as: 
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𝑊𝑖+1 =
𝑊𝑖

(𝑊𝑖 ∗ 𝐶)
(4.14) 

The denominator approaches unity when 𝑊𝑖+1 = 𝑊1. Hence, the sampling density 

is forced to be unity at the sampling coordinates with sufficient iterations. The initial 

iteration can be started with: 

𝑊1 =
𝑆

(𝑆 ∗ 𝐶)
(4.15) 

 

 

4.6 Stack-of-Stars 3D UTE Imaging 

4.6.1 3D Stack-of-Stars UTE Pulse Sequence Design 

  

A stack-of-stars central out golden angle Fast Low Angle Shot (FLASH) pulse 

sequence with adaptive TE was designed for 3D UTE imaging as shown in Figure 

4-6. A non-selective hard pulse with a 40 us period was employed to excite the 3D 

profile. A triangle-shaped phase encoding gradient 𝐺𝑝𝑧  was started immediately 

after RF excitation. The duration of 𝐺𝑝𝑧  was adapted from 120 us to 240 us, 

encoding the partitions from the central k-space to the edge of k-space along slice 

dimension respectively. Readout gradients on x-axis and y-axis were turned on at 

the end of 𝐺𝑝𝑧. The degree between the spokes acquired in two adjacent TR periods 

was 111.246°, forming golden angle central out radial sampling. The effective TE 

in this pulse sequence was 140 us, corresponding to the sum of effective RF duration 

and minimum duration of 𝐺𝑝𝑧. 
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A pre-acquisition step was employed to alleviate the damping effect of switching 

coil systems. Data acquisition was started with the ramping up of 𝐺𝑝𝑧. Decades of 

pre-samples were acquired while these sample points were eliminated in ultimate 

reconstruction. All the pulse sequences were performed on a whole-body 1.5T MRI 

super-conduct scanner (XGY Medical Equipment Company, Yuyao, China).  The 

gradient system equipped in the scanner achieves a maximum gradient strength of 

30 mT/m and a slew rate of 150 T/m/s. 

4.6.2 Stack-of-Stars 3D UTE Brain Imaging 

3D brain UTE was performed on one healthy volunteer (male, age=28) on a whole-

body 1.5T MRI super-conduct scanner (XGY Medical Equipment Company, Yuyao, 

China) equipped with the 8-element head matrix coil array. A 3D stack-of-stars 

central out golden angle FLASH pulse sequence was employed for brain imaging. 

Two scans were performed in transverse and sagittal orientations to image the head 

tissues with short 𝑇2 value like meninges and nose cartilage. 

The corresponding imaging parameters included: TR/TE=5 ms/0.14 ms, 

FOV=260*260*240 mm3, FA=6°, number of points in each spokes=294 (consists 

of 24~48 pre-samples, 60 samples acquired during readout gradient ramping up), 

number of partitions=40 (interpolated into 60 in the reconstruction), and spatial 

resolution = 1.02*1.02*4.0 mm3. A total of 800 spokes were acquired for each 

partition while the total scan duration was around 2.5 mins.  

 
In order to certificate the essential of short TE, an additional 3D stack-of-star golden 

angle FLASH pulse sequence was performed on transverse orientations for 

comparison. The relevant imaging parameters included: TR/TE=5 ms/2.47 ms, 
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FOV=260*260*240 mm3, FA=6°, number of points in each spokes=512 (central 

256 points were used in reconstruction), number of partitions=40 (interpolated into 

60 in the reconstruction), and spatial resolution = 1.02*1.02*4.0 mm3. A total of 

400 spokes were acquired for each partition while the total scan duration was around 

1.3 mins. 

A 2D standard GRE pulse sequence with a long TE was performed on the transverse 

orientation for further comparison. The relevant imaging parameters included: 

TR/TE=500 ms/10 ms, FOV=260*260 mm2, FA=70°, a k-space with matrix size 

256*256 was acquired, number of slices=30, spatial resolution = 1.02*1.02*4.0 

mm3 and total scan duration=106 s. 

4.6.3 Stack-of-Stars 3D UTE Knee Imaging 

3D UTE knee datasets were acquired in one healthy volunteer (male, age=28) and 

one patient with a metal implant in ankle section (male, age=42). Imaging was 

performed on a whole-body 1.5T MRI super-conduct scanner (XGY Medical 

Equipment Company, Yuyao, China) equipped with the 8-element knee matrix coil 

array, using a 3D stack-of-stars central out golden angle FLASH pulse sequence. 

Three scans were performed on two volunteers in transverse, coronal and sagittal 

orientations to image the cartilage. The relevant imaging parameters included: 

TR/TE=4.72 ms/0.26 ms, FOV=180*180*240 mm3, FA=6~30°, number of points 

in each spokes=294 (consists of 24~48 pre-samples, 60 samples acquired during 

readout gradient ramping up), number of partitions=40 (interpolated into 60 in the 

reconstruction), and spatial resolution = 1.0*1.0*4.0 mm3. A total of 800 spokes 

were acquired for each partition while the total scan duration was around 2.5 mins. 
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An additional 2D GRE pulse sequence with a long TE was performed on the patient 

with a metal implant in transverse orientation for comparison. The relevant imaging 

parameters included: TR/TE=290 ms/7.6 ms, FOV=220*220 mm2, FA=50°, a k-

space with matrix size 256*256 was acquired, number of slices=18, spatial 

resolution = 0.86*0.86*3.0 mm3 and total scan duration was around 2.3 mins. 

4.6.4 Pre-scan for Trajectory Calibration 

Pre-scans were performed on x-axis, y-axis and z-axis to measure the equivalent 

sampling trajectory on three orthogonal axes respectively. All pre-scans were 

performed on a whole-body 1.5T MRI super-conduct scanner (XGY Medical 

Equipment Company, Yuyao, China) equipped with the 8-element head matrix coil 

array, using a modified 1D central out golden angle radial FLASH pulse sequence.  

A 14000 us sinc RF pulse with 6 sidelobes was implemented to excite a 3 mm slice 

with a relatively flat profile. Two profiles were excited at the positions +6mm and 

-6 mm respectively. Additional dephasing gradient 𝐺 was designed to satisfy 𝑘𝐺 =

0.33/𝑚𝑚 to induce adequate phase offset between the acquisitions with dephasing 

gradient +𝐺, 0 and – 𝐺 in pre-scans.  A sphere phantom with the solution doped 

with CuSO4 at a concentration of 1.955mol/L and NaCl at a concentration of 

3.6mol/L was implemented as the imaging object. The 𝑇1 and 𝑇2 of the phantom 

were measured as 160 ms and 130 ms respectively. 

The pre-scan pulse sequence parameters included: TR/TE=500 ms/10 ms, FA=90°, 

a total of 1600 spokes and 1036 sample points in each. The design of long TR 

ensures sufficient recovery of longitudinal magnetization signal of SNR phantom. 

The first 100 samples in the spokes were pre-samples to avoid damping during the 
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switching of coil system. 60 samples were acquired during readout gradient ramping 

up which is kept the same as acquisition model in UTE imaging. Other 876 samples 

were acquired on the constant window of readout gradients. 

4.7 Image Reconstruction and Analysis 

In order to evaluate the performance of trajectory calibration and iterative DCF, the 

acquired 3D hybrid UTE datasets were reconstructed by NUFFT with theoretical 

trajectory, calibrated trajectory, simple DCF and iterative DCF respectively. The 

optimized DCF was obtained by 10 iterations. Figure 4-9 has shown a comparison 

of theoretical trajectory and measured trajectory. With proper eddy current 

compensation, there is no significant deviation between measured trajectories and 

theoretical trajectories. However, for the samples acquired in central k-space, the 

gradient distortion during gradient ramping up resulted in the fluctuation of 

sampling trajectories. The obvious difference between theoretical trajectories and 

measured trajectories was obtained in central k-space. 

 

Figure 4-9: (a) A comparison of theoretical sampling trajectories (red 
lines) and measured sampling trajectories (blue lines). (b) A zoomed 
view of theoretical sampling trajectories and measured sampling in k-

space center. 
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Figure 4-10 shows a slice of brain image reconstructed with different gridding 

parameters. Significant blurring was obtained in the image reconstructed with 

simple DCF. Simple DCF is insufficient to compress the accumulation of signal 

intensity in k-space center during gridding reconstruction. Iterative DCF gridding 

achieved an effective intensity compression for low frequency components. Some 

distortion and blurring artefacts were obtained in the image reconstructed with 

iterative DCF and theoretical trajectories. The blurring artefacts and distortion were 

removed while a better contrast of brain tissues was achieved in the calibrated image. 

Figure 4-11 shows a comparison of UTE imaging and conventional VIBE imaging 

at a certain slice of brain. The MR signals from both receiving coils and brain were 

excited simultaneously while the coil signals decayed rapidly due to the extremely 

short 𝑇2 value. In UTE images, the signals from head coil elements were captured 

and imaged successfully. These coil elements were invisible in the VIBE image.  

Figure 4-12 shows a comparison of the proposed UTE and standard GRE in three 

different slices of brain. In the slice of the nose, the nose cartilage and the eye optic 

nerve, which have short 𝑇2 values, have been displayed with prior quality in the 

UTE image. Hypointensity of nose cartilage and the eye optic nerve was obtained 

in GRE images due to the excessive decay. Some internal structures of these two 

tissues became invisible in GRE images. This signal intensity enhancement from 

UTE is extremely helpful in the clinical diagnosis of fractured nose cartilage or 

abnormal eye optic nerve (56). The third column of brain images demonstrate an 

enhancement in the signals of short 𝑇2 teeth in mouth slice. The weak signal of teeth 

was obtained in UTE images. The teeth were completely invisible in GRE images. 
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Figure 4-10: (a) Reconstruction with theoretical trajectories and simple 
DCF. (b) Reconstruction with measured trajectories and simple DCF. (c) 

Reconstruction with theoretical trajectories and iterative DCF. (d) 

Reconstruction with measured trajectories and iterative DCF. 

 

 

Figure 4-11: A comparison of brain images acquired using advanced 3D 

stack-of stars UTE imaging and stack-of-stars VIBE imaging. The short 

𝑇2 coil signals were captured in UTE images labelled by red indicators. 
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Figure 4-12: A comparison of brain images acquired using advanced 3D 

stack-of stars UTE pulse sequence with parameters: TR/TE=5.0/0.14ms, 
FA=6°, FOV=260mm * 260mm * 250mm, matrix size 256 * 256 * 64 

and 2D GRE pulse sequence with parameters TR/TE=500ms/10ms, 
FOV=260*260mm, FA=70°, matrix size 256 * 256, number of slices=30. 

The intensity enhancements of nose cartilage, the eye optic nerve and 

teeth were observed in UTE images 

 

Figures 4-13 shows a representative slice of UTE knee image of a healthy volunteer 

in sagittal orientation. The zoomed view of knee joint has displayed the cartilage in 

detail which is helpful in clinical diagnosis and treatment monitoring of the 

degradation of cartilage due to the daily wear and tear of joints. 

Figures 4-14 shows a comparison of the proposed UTE imaging with different FA 

in a representative slice of knee with a metal implant. The metal implant is strong 

paramagnetism and it induces an inhomogeneous local magnetic field. Significant 

signal decay and geometry distortion are observed in the metal implant regions in 

conventional MRI (70-72). In Figure 4-14, there were limited signal dephasing and 

artefacts in UTE images. The ultra-short TE minimized the additional dephasing 
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caused by the metal implant. Abnormal muscle tissues (labelled by a red cycle) were 

invisible in GRE images while they were displayed clearly in UTE images. 

 

 

Figure 4-13 (a) A slice of knee image acquired by advanced 3D stack-of 
stars UTE pulse sequence with parameters: TR/TE=5.0/0.14ms, FA=6°, 

FOV=180mm * 180mm * 240m, matrix size 256 * 256 * 80. (b) A 
zoomed view of knee joint, the internal structure of cartilage can be 

obtained in detail. 

 

 

 

Figure 4-14: A representative slice of knee with metal implant acquired 

using advanced 3D stack-of stars UTE pulse sequence with parameters: 
TR/TE=5.0/0.26ms, FA=6°, 12° and 30° (from left to right), 
FOV=180mm * 180mm * 240m, matrix size 256 * 256 * 80. The metal 

implant sections and abnormal muscle regions were labelled by red 

arrows and a red cycle respectively. 
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4.8 Discussion 

It is essential to develop an advanced 3D UTE pulse sequence to image the tissues 

with extremely small 𝑇2.  The TE can be reduced effectively by removing the pre-

dephasing gradient in radial sampling, forming the central out radial sampling 

pattern. Both conventional 2D UTE imaging and 3D UTE imaging are developed 

from the central out radial sampling pattern. However, the implementation of half 

pulse excitation directly increases the data acquisition period and sensitivity to the 

hardware imperfections in 2D UTE. 3D UTE contains a relatively simple pulse 

sequence diagram while the images can be reconstructed with an isotropic 

resolution. But the long data acquisition and computational costly 3D gridding 

reconstruction strictly limits its clinical application. 

An advanced 3D UTE imaging protocol is developed on a stack-of-stars central out 

golden angle pattern. It offers fast data acquisition and reconstruction in 3D UTE 

imaging. With the design of adaptive phase encoding on the partition dimension, 

the minimum TE in this advanced UTE sequence is comparable with the 

conventional 3D UTE sequence. 

To tackle with the hardware imperfections, we implemented pre-scans to measure 

the sampling trajectory rather than calibrate the eddy current. The advanced 

trajectory measurement pulse sequence obtains the actual sampling trajectory 

accurately. The image artefacts and distortions caused by sampling deviation were 

compressed effectively by the calibrated trajectory. The imaging quality was further 

improved by an iterative DCF, which minimizes the PSF interference from the DCF. 
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Compared with conventional long TE images, the UTE images have demonstrated 

a significant enhancement of signal in short 𝑇2 tissues including nose cartilage, eye 

optic nerve, teeth and knee cartilage, etc.  Even the signals from the receiving coil 

elements were captured in UTE images, showing the robustness of advanced 3D 

stack-of-stars UTE imaging. Meanwhile, UTE also shows the merits of imaging 

tissues near the metal implants. The geometry distortion and signal dephasing 

caused by 𝐵0 inhomogeneity is minimized by the ultra-short TE. 

The drawback of the proposed UTE sequence is the same as other UTE techniques. 

Central out radial sampling pattern degrades the acquisition efficiency by half. The 

number of spokes in central out radial sampling is around 3 times larger than the 

phase encoding steps in Cartesian sampling (48). The problem of excessive data 

acquisition period can be alleviated by introducing acceleration techniques like 

compressed sensing into the reconstruction. The combination of golden angle radial 

sampling and compressed sensing enables a relatively high AF with less distortion. 

4.9 Conclusion 
 

An advanced 3D UTE imaging protocol is developed from a stack-of-stars central 

out golden angle sampling pattern. Trajectory measurement and iterative DCF were 

combined as a robust calibration framework to improve the image quality. Several 

clinical experiments have certificated the robustness of the proposed UTE imaging 

protocol in alleviating MR signal decay. A significant signal enhancement was 

obtained in the short 𝑇2 tissues in UTE images. 
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Chapter 5 Motion Resolved UTE Lung 

Imaging with Oxygen Enhancement 

Lung imaging is still a challenging topic for MRI. The low proton density in long 

tissues leads to low MR signal while the rapid 𝑇2
∗ decay of lung tissues (typically 

<500us at high field strength) causes further degradation of the MR signal (73,74). 

The periodical rigid motions including respiratory and cardiac motion result in 

significant motion artefacts which further limit the application of MRI for lung 

parenchyma imaging. 

In recent years, UTE techniques are increasingly popular for imaging the lung 

tissues with short 𝑇2
∗  relaxation time. A variety of studies have certificated the 

priority of UTE for direct lung parenchyma visualization (11,12,55,73). The radial 

based UTE achieves oversampling in central k-space which offers intrinsic motion 

robustness (75). The artefacts caused by rigid motion perform as the blurring in 

radial images (76). 

Here, we implemented the advanced stack-of-stars UTE pulse sequence directly for 

free-breathing UTE lung imaging. A motion signal was extracted from a self-gated 

stack-of-stars sampling pattern. Acquired spokes were subdivided into multiple 

motion states according to the extracted motion signal. Multiple motion states were 

reconstructed simultaneously to investigate the variation of lung tissues during the 

respiratory and alleviate the motion blurring. 
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To further improve the contrast of tissues, the oxygen-enhanced technique is 

combined with UTE imaging for investigating the function of the lung including 

ventilation and perfusion. The improvement of MR signal caused by oxygen 

enhancement enables a more accurate clinical diagnosis in lung tissues. 

5.1 Motion Estimation and Subdivision 

The proposed UTE sampling scheme in chapter 4 employs central out golden angle 

radial sampling in transverse 𝑘𝑥 - 𝑘𝑦  plane and Cartesian sampling along the 

partition 𝑘𝑧 dimension respectively. The sampling scheme acquires all the spokes 

along 𝑘𝑧 at a given rotation angle in prior to acquisitions in 𝑘𝑥-𝑘𝑦 plane, forming 

the inner loop. The inner loop acquisition is continuously repeated for different 

rotation angles as shown in Figure 5-1.  

 

Figure 5-1. Stack-of-stars central out golden angle sampling trajectories, 
the partition dimension and transverse plane are encoded as inner-loop 

and outer-loop respectively. 

 

It is obvious that the k-space center along the 𝑘𝑧 dimension is repeatedly acquired 

during the data acquisition. A projection profile of the entire imaging volume is 

easily observed by applying 1D partition-direction FFT on the central k-space data 
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along the slice dimension where  𝑘𝑥, 𝑘𝑦 = 0 . During the data acquisition, the 

projection profile will experience slight fluctuation which is caused by periodic 

motion. Inversely, it is available to extract the motion signal based on analyzing the 

shift of the projection profile through coil clustering and principle component 

analysis (PCA) (77,78).  

The projection profiles from all coil elements are concatenated into a large 2D 

matrix while PCA algorithm is implemented along the concatenated coil dimension 

to detect the respiratory motion. PCA can determine the most significant signal 

variation model among the coil channels. The peak principle component in the 

frequency range from 0.1 Hz to 0.5 Hz which represents the typical respiratory 

frequency is selected as the respiratory motion signal.  

 

Figure 5-2: Procedures to estimate the motion signals from stack-of-
stars sampling schemes. The repeated acquired k-space center is 

converted into the projection of the excited profiles on the partition 
dimension. The PCA algorithm is implemented to analyze the variation 

of these projection curves to estimate the rigid motion signal. 
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With the support of PCA algorithm, the respiratory phase of each acquired spokes 

was obtained. Hence, the acquired spokes in the stack-of-stars UTE scheme can be 

resorted and subdivided into multiple motion states according to the estimated 

respiratory signal as shown in Figure 5-2. Due to the intrinsic property of golden 

angle radial sampling, approximately uniform coverage of k-space with distinct 

sampling patterns in each motion state is achieved in the stack-of-stars UTE scheme 

(10,29). Reconstruction with the spokes which are acquired at similar respiratory 

phases directly compresses the respiratory blurring. 

The motion resolved UTE lung imaging is achieved by subdividing and 

reconstructing multiple respiratory states simultaneously at the expense of 

introducing undersampling streaking artefacts. The AF is directly proportional to 

the motion state resolution. Sufficient data acquisition is required to support 

additional motion subdivision and enable fewer streaking artefacts in reconstructed 

image series.  

 

Figure 5-3: Motion subdivision for the continuously acquired spokes. The 

spokes are initially resorted according to the estimated respiratory 

signals and then subdivided into 4 motion states here. 
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5.2 Oxygen-Enhanced UTE Lung Imaging 

Enhancing the signal intensity in lung tissues is an increasingly popular research 

topic in recent years. By implementing appropriate external gaseous contrast media, 

the signal intensity of lung can be improved significantly, enabling functional lung 

imaging.  MRI with hyperpolarized noble gas like Xe129 (79,80) and He3 (81,82) 

offers a non-invasive, ionizing-radiation-free method to image pulmonary structure 

and function with priority signal intensity. However, the excessive cost of 

hyperpolarized noble gas limits their clinical applications. Compared with 

hyperpolarized noble gas MRI, oxygen-enhanced MRI is a cost-effective approach 

for investigating lung function (83). 

The signal improvement in oxygen-enhanced MRI is achieved by the reduction of 

𝑇1 value in lung tissues. The molecular oxygen can reduce the 𝑇1 value reported 

firstly by Young et.al (84) and visually illustrated on excised rat lungs by Goodrich 

et al in 1991 (85). 

Oxygen has the paramagnetic property and plays a role as the paramagnetic contrast 

agent in oxygen-enhanced MRI. The majority of oxygen molecules dissolve in 

blood while these paramagnetic molecules increase the inhomogeneity of local 

magnetic field. Consequently, molecular motion is enhanced while the energy 

exchange efficiency between proton paramagnetic molecules is improved, 

shortening the 𝑇1 relaxation time (84,85). With the same imaging protocols like 

Half Fourier-acquired single-shot turbo spin-echo (HASTE), the signal intensity of 

lung is improved due to the reduction of 𝑇1 value. A relative enhancement ratio 
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(RER) map  or percent signal enhancement (PSE) map (86) can be obtained to 

describe the pointwise intensity variation caused by oxygen enhancement as:  

PSE =  
𝑆𝑂2

− 𝑆𝑎𝑖𝑟

𝑆𝑎𝑖𝑟
∙ 100% (5.1) 

where 𝑆𝑂2
 and 𝑆𝑎𝑖𝑟  represent the signal intensity before and after oxygen 

enhancement respectively. The signal intensity in lung tissues is typically increased 

from 10% to 50%, depending on the imaging pulse sequence and corresponding 

parameter assignments (87-90). The PSE map offers additional ventilation and 

perfusion information for improved clinical diagnosis. A variety of studies has 

certificated that the ratio of 𝑇1  reduction and signal enhancement is directly 

proportional to the partial pressure of oxygen (91-93).  

Since UTE sequence is increasingly popular in lung imaging, some investigators 

also tried to measure 𝑇1  by UTE sequence, which can provide high-resolution 

images and allow free-breathing during the experiment (94,95). A variety of 

researches show the robustness of UTE for oxygen-enhanced lung imaging (96,97). 

In this work, we implemented a 5 minutes pure oxygen inhalation to reduce 𝑇1 and 

increase the volume of blood of lung tissues effectively, enabling the advanced 

signal enhancement. The 3D UTE imaging protocol in chapter 4 is implemented to 

acquire the data before and after oxygen enhancement, enabling free-breathing UTE 

lung imaging with improved SNR and advanced tissue details.  Motion subdivision 

is further implemented on oxygen-enhanced datasets, compressing the motion 

blurring. The PSE map among different respiratory phases is investigated which 

offers additional ventilation information from lung tissues. 
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5.3 Free-Breathing UTE Lung Imaging Applications 

5.3.1 3D Free-Breathing UTE Lung Imaging  

3D UTE Lung datasets were acquired in three healthy volunteers (1 female and 2 

males, mean age = 26.2 ± 2.7 years). MRI Imaging was performed on a whole-body 

1.5T MRI super-conduct scanner (XGY Medical Equipment Company, Yuyao, 

China) equipped with the 8-element body matrix coil array, using a stack-of-stars 

central out golden angle FLASH pulse sequence. All the scans were performed in 

coronal orientations to image the lung tissues with a short 𝑇2 value. The relevant 

imaging parameters included: TR/TE=5 ms/0.14 ms, FOV=496 * 496 * 240 mm3, 

FA=3~12°, number of points in each spokes=294 (consists of 24~48 pre-samples, 

60 samples acquired during readout gradient ramping up), number of partitions=40 

and spatial resolution = 1.94 * 1.94 * 4.0 mm3. A total of 1600~3200 spokes were 

acquired for each partition while the total scan duration ranged from 5 mins to 10 

mins. 

The acquired spokes were resorted according to the extracted respiratory signal. 4 

respiratory motion states from end-inspiration to end-expiration (400~800 spokes 

in each state) were produced by subdividing the continuously acquired spokes as 

described in chapter 5.1. All the states images were reconstructed and compared 

with the lung image before motion resolving. 

5.3.2 UTE Lung Imaging with Oxygen Enhancement 

3D oxygen-enhanced UTE lung datasets were acquired in three healthy volunteers 

(1 female and 2 males, mean age = 26.2 ± 2.7 years). Imaging was performed on a 

whole-body 1.5T MRI super-conduct scanner (XGY Medical Equipment Company, 
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Yuyao, China) equipped with the 8-element body matrix coil array, using a stack-

of-stars central out golden angle FLASH pulse sequence. The relevant imaging 

parameters included: TR/TE=5 ms/0.14 ms, FOV=450 * 450 * 240 mm3, FA=3~12°, 

number of points in each spokes=294 (consists of 24~48 pre-samples, 60 samples 

acquired during readout gradient ramping up), number of partitions=40 and spatial 

resolution = 1.76 * 1.76 * 4.0 mm3. A total of 1600 spokes were acquired for each 

partition while the total scan duration was around 5 mins. 

Two datasets including the air dataset and the oxygen-enhanced dataset were 

acquired for all the volunteers with a free-breathing model. The air dataset was 

acquired by a 3D UTE scan without oxygen inhalation. After finishing the 

acquisition for the air dataset, volunteers wore a non-rebreathing face mask 

immediately and started to ventilate with the pure oxygen at a flow rate of 15L/min. 

After 5 minutes wash-in time, another 3D UTE scan was performed to acquire the 

oxygen-enhanced dataset. 

The acquired spokes in both the air dataset and the oxygen-enhanced dataset were 

resorted according to the extracted respiratory signal. 4 respiratory motion states 

from end-inspiration to end-expiration (400 spokes in each state) were produced by 

subdividing the continuously acquired spokes. A PSE map was calculated for 

respiratory motion averaged lung images and motion resolved lung images. Before 

PSE calculation, the high-resolution images were low-pass filtered to low resolution 

to improve signal-to-noise (SNR). The hyperoxic images were registered to 

normoxia images using non-rigid registration algorithms (98,99). The variation of 

PSE maps from inspiration to expiration was investigated and analyzed. 
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5.4 Image Statistical & Analysis 

The calibration framework in chapter 4 is implemented in the UTE lung imaging. 

Figure 5-4 shows the UTE lung imaging results in six representative partitions. 

Clear tissue details of lung and high SNR were achieved by the proposed UTE 

scheme. Both cardiac motion and respiratory motion were compressed by the radial 

sampling pattern while there was no ghost-like motion artefact in UTE lung images.  

Figure 5-5 shows a further zoomed view of upper-left section of lung tissues in three 

representative partitions. The structure of blood vessels and bronchus in lung were 

obtained in UTE imaging. The sharpness of blood vessels and bronchus was 

degraded due to the respiratory motion blurring. 

 

Figure 5-4: Six representative slices of UTE lung images. High SNR in 

lung tissues was achieved by the proposed 3D UTE imaging protocol. 
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Figure 5-5: A zoomed view of lung tissues in three representative slices 
in 3D UTE imaging. The internal structure of lung tissues was clearly 

displayed in UTE images. 

 

Figure 5-6 shows a comparison of UTE imaging before motion subdivision and 

UTE imaging after motion subdivision in one representative partition. Due to the 

reduction of spokes, the SNR was decreased in two motion resolved images 

compared with the motion averaged image. It is obvious that significant motion 

blurring was obtained in diaphragm section in averaged respiratory phase. The 

sharpness of the internal structure in lung was also degraded by the respiratory 

motion blurring. These motion blurring artefacts were effectively removed in 

motion resolved images. The blood vessels and bronchus with advanced tissue 

details and sharpness were obtained in both inspiration phase image and expiration 

phase image. The position of diaphragm edge in inspiration phase image and 
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expiration phase image corresponds to the range of diaphragm blurring in averaged 

respiratory phase image, showing the accuracy of motion subdivision. The 

respiratory resulted in a significant position shift of diaphragm and other tissues 

among different motion phases. 

Figure 5-7 shows a comparison of three groups of oxygen-enhanced UTE lung 

images acquired with different FAs at end-expiration phase. The oxygen 

enhancement effect was observed in all the datasets. The mean percent signal 

enhancement (MPSE) was 3.33%, 4.89% and 8.88% for the dataset set acquired at 

FA =3°, 6° and 12° respectively. With the increase of FA, the 𝑇1 weighting was 

improved in FLASH-based UTE imaging. 12° was selected as the optimized FA 

which traded off oxygen enhancement ratio and SNR in the proposed 3D UTE 

schemes. 

 

Figure 5-6 A comparison of UTE lung images in different motion phases. 
The lung images without motion subdivision expressed significant motion 

blurring. The motion blurring was compressed effectively in two motion 
resolved lung images. The respiratory motion leads to a significant 

position shift of diaphragm and other lung tissues between inspiration 

phase and expiration phase.  
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Figure 5-7 3D stack-of-stars central out golden angle UTE lung images 

and corresponding PSE maps at the end of expiration with variable flip 

angles from 3° to 12°. The corresponding mean of PSE is 3.33%, 4.89% 

and 8.88%. 

 

Figure 5-8 shows the hyperoxic and normoxic UTE images and PSE maps of 

averaged respiratory phase and 4 subdivided respiratory phases from expiration to 

inspiration at the flip angle of 12°. Improved tissue details and less motion blurring 

were observed in all the motion resolved images. The MPSE without phase 

segmentation was 9.63%, matching the results in Figure 5-7. The MPSE of 4 

respiratory phases from expiration to inspiration were 8.88%, 9.17%, 8.28%, 6.15%. 

A decline tendency of oxygen concentration was obtained from expiration to 

inspiration. 
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Figure 5-8: 3D stack-of-stars central out golden angle UTE 𝑇1 weighed 
lung images and its corresponding PSE map. The first column on left is 
reconstructed from all spokes without phase segmentation. The other 4 

columns correspond to 4 respiratory phases from inspiration to 

expiration. 

 

5.5 Discussion 

Stack-of-stars central out golden angle UTE scheme enables the free-breathing lung 

imaging with high SNR and better tissue details. The MR signals in lung tissues 

with short 𝑇2 values were successfully captured and imaged in the proposed UTE 

scheme. Two periodic rigid motions in lung sections were compressed by the 

intrinsic averaging effect of radial sampling pattern while these two motions 

resulted in blurring in the proposed scheme (75). The cardiac motion blurring 

mainly happens on the heart section while this section is not the object of UTE lung 

imaging and thus can be ignored. The respiratory motion results in significant 
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motion blurring in diaphragm section. The sharpness of internal structure of lung 

tissues like blood vessels and bronchus is also degraded by the respiratory blurring. 

By using the self-gating property of the stack-of-stars sampling pattern, extra 

motion states were subdivided according to the extracted motion signals. Golden 

angle radial sampling scheme enables a relatively uniform coverage of k-space in 

all of the subdivided respiratory motion states. By reconstructing the motion states 

with the spokes acquired at similar respiratory phases, the motion blurring was 

effectively compressed. Advanced tissues structure was obtained in the subdivided 

phase images, enabling accurate diagnose of lung diseases like pulmonary nodules, 

cystic fibrosis and chronic obstructive pulmonary disease (COPD) (11,12,55). It is 

also practical to explore the variation of lung tissues caused by respiratory by 

reconstructing the sufficient motion states images.  

Motion subdivision also plays a significant role in oxygen-enhanced UTE lung 

imaging. Oxygen-enhanced MRI acquires air dataset and oxygen dataset in two 

individual scans. The calculated PSE map can be regarded as a standard for 

evaluating the lung functions like ventilation and perfusion. However, the 

respiratory motion leads to calculation errors in the PSE map. Significant 

calculation errors were obtained in the sections with significant motion blurring in 

PSE maps.  Hence, all of the images are required to be registered before calculating 

the enhancement of signal intensity in lung tissues. Self-gating and motion 

subdivision does not require any motion models in registration. Hence, the 

interpolation errors in previously proposed registration techniques can be 

effectively reduced by the motion subdivision.  
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Implementing the motion subdivision before the registration can minimize the 

matching errors between air UTE images and oxygen-enhanced UTE images. 

Meanwhile, reconstructing multiple respiratory motion states may also be helpful 

to clinical diagnosis of lung diseases. The variation of oxygen concentration from 

inspiration to expiration can be resolved by investigating the PSE maps among 

different respiratory phases, offering additional respiratory function information. 

The limitation of the motion resolved UTE imaging is the long acquisition time. 

The data acquisition efficiency is significantly degraded by the central out radial 

sampling pattern compared with other sampling patterns while sufficient spokes are 

required to support motion subdivision without undersampling artefacts. One 

solution is to use the acceleration techniques like compressed sensing to achieve 

high acceleration reconstruction by exploring the sparsity on the motion dimension. 

Meanwhile, self-gating approach is not limited to the central out golden-angle radial 

sampling.  The golden angle stack-of-spiral pattern (12,55,56) is also an option 

which achieves ultra-short TE, high efficient data acquisition, motion estimation 

and motion subdivision simultaneously. 

5.6 Conclusion 

The motion resolved UTE method achieves compressed motion blurring, improved 

tissues details and high SNR for imaging lung tissues with short 𝑇2 values. The 

reconstruction of additional motion states offers additional complementary 

information for clinical diagnosis. Combing motion-resolved UTE with oxygen-

enhanced MRI provides a further improvement in signal intensity and abundant 

ventilation information of the lung. 
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Chapter 6 Improved DCE-MRI Imaging 

DCE-MRI possesses an unparalleled capacity for detecting and characterizing 

tumors and other lesions (100-103). Typically, multiple 3D images need to be 

rapidly acquired in different contrast-enhancement phases for monitoring the fast 

signal-intensity changes during the contrast agent period (104). The demand for 

rapid imaging speed with high spatial and temporal resolutions is challenging for 

MRI hardware system and limits its clinical applications. The general parallel 

imaging based acceleration techniques including SENSE (17) and GRAPPA (18) 

employ spatial information of multiple receiver coils with varied sensitivity maps 

to reconstruct the undersampled dataset. The AF in parallel imaging is limited by 

the degradation of SNR. Compressed sensing is another option which has already 

shown a great potential to overcome the limitations of general acceleration 

techniques like AF, spatial and temporal resolution, etc. (21,22).  

Compressed sensing for dynamic MRI imaging is implemented based on the fact 

that continuously acquired image series express sparsity in temporal domain with 

appropriate sparsity transforms like temporal TV (105-107). An irregular 

undersampling pattern is required to induce incoherent artefacts on temporal 

dimension. The image series can be recovered by exploring temporal sparsity with 

a nonlinear reconstruction algorithm. Currently, compressed sensing is an 

increasingly powerful approach to accelerate data acquisition in dynamic MRI. 

Multiple compressed sensing accelerated reconstruction schemes have been 

proposed for dynamic MRI. In this chapter, two popular reconstruction schemes 

incorporated with the stack-of-stars golden angle sampling pattern for dynamic MRI 
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are introduced in detail. An advanced reconstruction framework is developed for 

improving the dynamic performance. The performance of the proposed method and 

the other two schemes were compared and quantified within a simulated dataset and 

several clinic liver DCE-MRI datasets. 

6.1 Golden Angle Radial Sparse Parallel 

Golden Angle Radial Sparse Parallel (GRASP) is a recently proposed technique 

which combines motion-robustness and temporal incoherence of stack-of-stars 

golden radial sampling pattern, acceleration capability of parallel imaging and 

compressed sensing for highly accelerated free-breathing DCE-MRI (108). A 

variety of research work has shown the priority of GRASP for free-breathing 

imaging of body tissues like abdomen and prostate (108-110). The basic framework 

of GRASP is shown in Figure 6-1: 

 

Figure 6-1: GRASP reconstruction framework. Field maps are extracted 
from multi-coil reference images which are given by the coil-by-coil 

NUFFT reconstruction of the k-space data at a certain slice. The k-space 
is decomposed by 1D FFT on the slice dimension in hybrid 3D datasets. 
The spokes are first resorted into undersampled dynamic time frames 

according to the acquisition time order. The GRASP reconstruction with 
NLCG algorithm is then applied to recover the image series by exploring 

the temporal sparsity among the subdivided time frames. 
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The overall acquired 3D dataset is fully sampled by stack-of-stars golden angle 

sampling pattern. The slices are decomposed by implementing FFT function on the 

partition dimension at first. Each slice image is then reconstructed by NUFFT 

directly without undersampling artefacts while these images are the temporally 

averaged results among the total scan duration. The dynamic variation along the 

temporal dimension is lost. These slice images are regarded as reference images and 

used to estimate multi-channel field maps by some post-imaging processing 

algorithms like Walsh algorithm (38) and ESPIRiT method (39). Consecutively, the 

fully sampled dataset was subdivided into multiple frames according to the time 

order. The sub-sampling patterns between these time frames are different which 

offers additional incoherence along the temporal dimension as shown in Figure 6-2. 

 

Figure 6-2: Time frame subdivision from the fully golden angle sampled 
k-space dataset. The sub-sampling pattern within time frames is 

different between each other, offering the temporal sparsity. 

 

GRASP employs temporal TV as the sparsity transform to explore the temporal 

sparsity among subdivided time frames. The corresponding reconstruction model is 

mathematically expressed as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 =
1

2
‖𝐹𝐶𝑥 − 𝑏‖2

2 + 𝜆𝑇‖𝑇𝑥‖1 (6.1) 

where 𝑥  is the subdivided time frame series to be reconstructed while 𝑏  is the 

acquired dataset. 𝐶 and 𝐹 represent the multi-channel field maps and the encoding 
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operator respectively. The combination of 𝐶  and 𝐹  works as the multi-channel 

encoding operators, performing the compressed SENSE model to improve the 

reconstruction quality further. 𝑇  is the temporal sparsity transform while it is 

typically selected as temporal TV in GRASP. 𝜆𝑇 is the penalty factor applied on the 

sparsity constraint which trades off the data consistency versus the complexity of 

solution given by  𝐿1 norm ‖·‖1 .  

GRASP shows superiority in imaging static tissues. NLCG (42) is employed to 

obtain the optimal solution of GRASP model. However, the repeated gridding/de-

gridding procedures in NLCG result in an excessive long reconstruction period. 

Besides the reconstruction efficiency, periodic rigid motion is another challenge for 

GRASP. During the imaging of tissues with rigid motion like liver and lung, some 

degree of motion blurring still exists in the reconstructed image which degrades the 

reconstruction quality of GRASP.  

6.2 L+S Decomposition 

Besides the GRASP based technique, combing compressed sensing and low-rank 

completion has shown priority in the reconstruction of highly undersampled 

dynamic MRI (111-113). Similar to the GRASP, the dataset is acquired by stack-

of-star golden angle sampling pattern in the L+S decomposition. NUFFT is directly 

implemented to reconstruct the slice images while these slice images are used to 

estimate field maps by post-processing techniques. Consecutively, the spokes 

acquired in each slice are subdivided into multiple time frames according to the 

temporal order.   

Besides the temporal subdivision, L+S approach decomposes the time frame series 

matrix 𝑀 into a low-rank matrix 𝐿 and a sparse matrix 𝑆 which present a slowly 
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varied background component and a dynamic component respectively (114,115). 𝑆 

shows sparsity in the initial y-t space due to the compressed background. Sparser 

representation of 𝑆 is achieved in an appropriate transform domain such as temporal 

TV where dynamic components are intrinsically sparse (113). Consequently, fewer 

measurements are required to recover the image series which enables a higher AF 

for dynamic MRI. The L+S decomposition approach is mathematically formulated 

as: 

 𝑎𝑟𝑔𝑚𝑖𝑛𝐿,𝑆 =
1

2
‖𝐸(𝐿 + 𝑆) − 𝑏‖2

2 + 𝜆𝐿‖𝐿‖∗ + 𝜆𝑇‖𝑇𝑆‖1 (6.2) 

where 𝑏  is a reshaped column of the acquired dataset while it is typically 

decomposed into 𝐿 and 𝑆 by Singular Value Decomposition (SVD) and Singular 

Value Thresholding (SVT) (113). 𝐸 is a multi-coil encoding operator (equivalent to 

the combination of 𝐶  and 𝐹  in GRASP model) and 𝑇  is the temporal sparsity 

transform which is typically selected as temporal TV.  𝜆𝐿 and 𝜆𝑇 are regularization 

weights designed empirically to balance the data consistency of ‖𝐸(𝐿 + 𝑆) − 𝑏‖2
2 

and complexity of the solution given by the nuclear norm ‖.‖∗ and 𝐿1 norm ‖.‖1 .  

L+S model can express the dynamic image series naturally and offers higher 

temporal fidelity and robustness at high fold undersampling reconstructions. ISTA 

(43) provides faster convergence speed for L+S decomposition compared with 

NLCG in GRASP.  
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Figure 6-3: L+S decomposition reconstruction framework is similar to 
the previous iGRASP reconstruction framework. The spokes are first 
resorted into undersampled dynamic time frames according to the 

acquisition time order. A further subdivision is implemented on time 
frames to decompose low-rank components and sparse dynamic 

components in time series. The L+S decomposition reconstruction with 
ISTA algorithm is then applied to recover the image series by exploring 

the temporal sparsity among the dynamic sparse components. 

 

6.3 Temporal Sparsity Constraints 

Appropriate sparsity transform is required to express the MR images sparsely while 

the noise-like artefacts induced by undersampling have negligible magnitude in the 

transform domain, enabling the recovery of lossless MR images from the highly 

undersampled datasets. In DCE-MRI, background information is in a steady state 

while there is a limited temporal variation in the background region among time 

frames. Thus, the dynamic datasets are intrinsically sparse along the temporal 

dimension while a variety of temporal sparsity transforms such as temporal FFT, 

temporal PCA and temporal TV (46,116-118), etc. have been introduced in different 

studies to exploit this sparsity. Temporal TV has shown the advanced performance 

for compressing the undersampling artefacts. Both L+S decomposition and GRASP 
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based techniques typically employ temporal TV as the sparsity transform to promote 

sparsity among multi-coil datasets (108,113).  

Temporal TV can compress all the temporal variations including temporally 

incoherent undersampling artefacts effectively, but it also leads to temporal 

averaging to some extent. SNR of the background regions is improved by “temporal 

averaging” effect as they are in equilibrium states. Nevertheless, dynamic contrast 

signal induced by injecting agent is gradually varied along the temporal dimension 

(101,102). The averaging effect degrades the dynamic contrast of DCE-MRI. 

Temporal FFT is another sparsity transform which reserves the dynamic contrast 

better for DCE-MRI. In temporal FFT transform domain, the DC component and a 

few low frequency components typically occupy most of the power and they present 

the steady background and tissues with relatively slow change along the temporal 

dimension respectively. Temporal sparsity is explored by temporal FFT by 

gradually eliminating frequency components with negligible magnitude. The 

intensity of DCE signal is assumed to be varying temporally at low frequency. Few 

low frequency components are sufficient to match the relatively smooth variation 

of signal intensity of blood vessels. These low frequency components are reserved 

by temporal FFT while the dynamic contrast is maintained.  

We introduce both the temporal FFT and temporal TV here, forming joint sparsity 

transform for L+S model. We combine the merits of temporal TV for compressing 

the artefacts and temporal FFT for maintaining the dynamic contrast simultaneously 

for an improved DCE-MRI reconstruction. The basic reconstruction framework of 

L+S decomposition in Figure 6-3 is maintained.  



99 
 

6.4 L+S with Joint Sparsity  

The temporal TV constraints typically degrades dynamic contrast besides removing 

undersampling artefacts. We have introduced an additional sparsity constraint 

Temporal FFT into the L+S decomposition to recover the dynamic contrast as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝐿,𝑆 =
1

2
‖𝐸(𝐿 + 𝑆) − 𝑑‖2

2 + 𝜆𝐿‖𝐿‖∗ + 𝜆𝑇‖𝑇𝑆‖1 + 𝜆𝐹‖𝐹𝑆‖1 (6.3) 

where 𝐹 is the temporal FFT transform and 𝜆𝐹 is its corresponding penalty factor.  

The standard L+S decomposition employs the SVD and ISTA to solve the 

optimization problem in Equation 6.2 and achieves high computation efficiency 

(113).   

SVD and shrinkage & thresholding operators are employed to obtain the low rank 

and sparse components. Soft-thresholding is consecutively implemented to process 

the temporal TV constraint to obtain the optimal solution of the L+S decomposition 

model. The number of gridding/de-gridding procedures is drastically reduced while 

the reconstruction efficiency of L+S decomposition is much higher than standard 

GRASP. To accelerate the convergence further, Beck has developed an advanced 

ISTA algorithm named FISTA (44).  Besides the basic framework of ISTA, FISTA 

contains a specific linear combination procedure of previous two iterative stages.  

Hence, FISTA preserves the computation simplicity of ISTA but with a better 

convergence rate.    

However, both ISTA and FISTA cannot solve the reconstruction model with 

multiple 𝐿1 regularizations efficiently. To solve the L+S with joint sparsity model 
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in the Equation 6.3, the fast composite splitting algorithm (FCSA) (47,119), a 

combination of FISTA and composite splitting algorithm (CSA) (120), is employed 

in this work. CSA is implemented to split the problem with joint sparsity constraints 

into two sub-problems with a certain constraint and solve them separately. A linear 

combination of the solutions for two sub-problems is regarded as the solution for 

the entire problem. Figure 6.4 shows the procedures of FCSA for solving the L+S 

with joint sparsity in the proposed method. 

The reconstructed image matrix 𝑀 is processed by the SVD, forming 𝑀 = 𝑈Σ𝑉𝐻. 

A shrinkage operator is defined as ⋀ (𝑥)𝜆 =
𝑥

|𝑥|
𝑚𝑎𝑥(|𝑥| − 𝜆, 0) where 𝑥 is the input 

value and 𝜆 is the threshold with real value to build the SVT operator. SVT operator 

is applied for processing singular decomposition of 𝑀 as 𝑆𝑉𝑇𝜆 = 𝑈 ⋀ 𝑉𝐻
𝜆  during 

the first iteration. The background component 𝐿  is figured out by applying 

thresholding on the singular value of the matrix while the dynamic component 𝑆 is 

also obtained by 𝑆 = 𝑀 − 𝐿. SVT operator is consecutively implemented to soft-

thresholding the singular value as 𝐿𝑘 = 𝑆𝑉𝑇(𝑀𝑘−1 − 𝑆𝑘−1) in the 𝑘 th iteration. 

Shrinkage-operator is applied for constraints in the temporal TV domain as 𝑆𝑇𝑘 =

  𝑇−1(⋀ (𝑇(𝑅𝑘 − 𝐿𝑘−1))) 𝜆𝑇 and in temporal FFT domain as 𝑆𝐹𝑘 =

 𝐹−1(⋀ (𝐹(𝑅𝑘−1 − 𝐿𝑘−1))) 𝜆𝐹 respectively. The solution of the dynamic 

components is obtained as a linear combination of the solutions in temporal FFT 

and temporal TV domains i.e. 𝑆𝑘 = (𝑆𝑇𝑘 + 𝑆𝐹𝑘)/2 . The image series 𝑀𝑘  is 

recovered by subtracting the residual signal 𝑀𝑘 = 𝐿𝑘 + 𝑆𝑘 − 𝐸∗(𝐸(𝐿𝑘 + 𝑆𝑘 − 𝑑)) 

from 𝐿𝑘 + 𝑆𝑘 to maintain data consistency. 𝑅𝑘+1 is the input which is a specific 

linear combination of the previous two points 𝑀𝑘−2 and 𝑀𝑘−1 for the next iteration.   
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Figure 6-4. Operation for 𝑘-th iteration in the L+S decomposition with 

joint sparsity reconstruction framework. 𝐿𝑘 is obtained by applying SVT 

for 𝑅𝑘−1 − 𝑆𝑘−1 . A shrinkage operator is implemented to the sparsity 

constraints in both the 𝑇 and 𝐹 domains to get 𝑆𝑇𝑘 and 𝑆𝐹𝑘 respectively. 

𝑆𝑘 is figured out by a linear combination of 𝑆𝑇𝑘 and 𝑆𝐹𝑘. Image series 𝑀𝑘 
is then recovered as 𝑀𝑘 = 𝐿𝑘 + 𝑆𝑘 . Additional residual signal 𝐸∗(𝐸(𝐿𝑘 +
𝑆𝑘 − 𝑑)) is then subtracted to maintain the data consistency. The updated 

input 𝑅𝑘+1  for the next iteration is obtained by a specific linear 

combination of the previous two points 𝑀𝑘−2 and 𝑀𝑘−1 which enforces 

faster convergence. 

 

6.5 Dynamic Simulation with Model Phantom 

In the previous chapters, we have demonstrated the basic principle of GRASP and 

L+S decomposition for accelerated dynamic imaging. An additional sparsity 

constraint is integrated into the L+S decomposition for reducing temporal averaging 

and improving dynamic contrast simultaneously. In this chapter, the performance 

of L+S with joint sparsity and other two reconstruction schemes are quantified by a 

simulated phantom dataset and several clinical liver DCE-MRI datasets. 

It is typically difficult to acquire the fully sampled DCE-MRI dataset at high 

temporal resolution during clinical scans (101). The performance of different 

reconstruction schemes cannot be quantified due to the absence of reference images. 

In this work, a simulated DCE-MRI dataset with fully sampled reference image 
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series enables the quantification of the dynamic contrast performance of the 

proposed method and the other two reconstruction schemes. 

6.5.1 Phantom with Dynamic Variation 

A 2D Shepp-logan based computer model with a total of 384*384 voxels was 

designed with dynamic contrast variation. Some MRI effects including 𝑇2 decay 

and 𝐵0 inhomogeneity are ignored during the simulation.  The dynamic signals are 

exactly varied with the curve obtained in the clinical scan.  

The phantom model consists of three background sections and six dynamic variation 

sections as shown in Figure 6-5. The gray level of three background regions was 

designed as 1, 0.4 and 0.2 respectively.  The signal intensity of these background 

sections was kept in constant, forming the tissues without contrast enhancement.   

 A dynamic curve with 588 discrete points between the pre-contrast phase and the 

arterial phase was created based on the reference curve obtained in clinical DCE-

MRI dataset. The magnitude of this dynamic curve ranges from 0 to 1. The virtual 

time gap between adjacent discrete points was designed as 0.143s.  The arterial 

phase with peak dynamic signal intensity was arranged at the 187th point (26.6s) of 

the curve model. The signal intensity of dynamic sections was varied with this 

dynamic curve during the simulation as shown in Figure 6-6.  

Figure 6-7 shows the process of generating a simulated dataset in detail. Eight 

exponentially decayed field maps are introduced to modify the signal intensity of 

phantom model point by point, forming multiple virtual coil channels. A golden 

angle (111.246°) radial sampling pattern was simulated during the dynamic period. 
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The sampling was executed by the NUFFT toolbox for accelerating the simulation 

(108). A certain radial spoke with 384 sample points was acquired at each discrete 

time point over the 84s virtual dynamic period. The ultimately acquired dataset 

contains 8 channels, a total of 588 spokes with 384 readout points within each spoke. 

An averaging image was directly reconstructed by NUFFT for the estimation of 

field maps. Another fully sampled matrix (588 spokes and 384 read point in each 

spoke) was acquired at each discrete time point simultaneously, forming the fully 

sampled reference. The matrix size for the reference dataset was 384*588*588.    

 

Figure 6-5: Design of Shepp-logan model for dynamic simulation: (a) A 
general Shepp-logan computer model provided by Matlab. (b)~(d) Three 

phantom background sections, the signal intensity of these sections was 
kept constant as 1  and 0.4 and 0.2 respectively. (e) Six dynamic 

sections of computer model, the signal intensity of these sections were 
varied by the dynamic curve. (f) The ultimate computer model before 

contrast enhancement. 
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Figure 6-6: Signal intensity variation of dynamic sections in the 
computer model. A dynamic curve was created according to the DCE 

signal variation model obtained in clinical datasets. The dynamic curve 
model contains a total of 588 discrete points between pre-contrast phase 

and venous phase. The signal intensity of dynamic sections in phantom 
model was modified by this dynamic curve. The maximum dynamic 

signal occurs at 187th point, forming central arterial phase.  

 

 

Figure 6-7: Flowchart of data acquisition during dynamic variation period. 
8 field maps were integrated into phantom before data acquisition 

forming multiple virtual coil channels. The simulation of data acquisition 
contains a total of 588 steps between pre-contrast phase and venous 
phase. Two data acquisitions were executed at each time point, 

producing fully sampled reference DCE series and continuous DCE 

phantom dataset respectively. 
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6.5.2 Reconstruction Parameter Design  

The simulated dataset was subdivided into 21 time frames with the temporal 

resolution 28 spokes/frame (4 s/frame). According to the Nyquist sampling standard, 

The corresponding AF is (384 × 0.5π)/28 = 21.   

The image series were reconstructed with a matrix size of 384*384 *21 by NUFFT, 

GRASP, L+S decomposition and L+S with joint sparsity respectively. The source 

codes of GRASP and L+S decomposition were downloaded from the authors’ 

websites (108,113).  The optimization problem in GRASP was solved using NLCG 

with 24 iterations. The iteration number for both ISTA and FCSA was set as 20 and 

used to solve the optimization problem in L+S decomposition and L+S with joint 

sparsity respectively. All the reconstructions were performed using MATLAB 

2020b (MathWorks, Natick, MA) on an Intel Core i7-10700 PC with a 2.9 GHz 

processor. The reconstructions of three schemes were repeated 10 times to quantify 

their reliable reconstruction efficiency accurately. 

The weighting factors of sparsity constraints directly determine the image quality 

of reconstructed series. The regularization parameter of Temporal TV 𝜆𝑇 in all three 

reconstruction schemes was set the same for a fair comparison.  To determine the 

optimal weighting factor for temporal TV, a variety of GRASP and L+S 

decomposition reconstructions were executed with the different 𝜆𝑇  ranging from 

0.1 ∗ 𝑀𝑠 to 0.8 ∗ 𝑀𝑠 (step size 0.05), where 𝑀𝑠 presents the maximum magnitude 

of the images series directly reconstructed by NUFFT. According to the evaluation 

of two experienced radiologists, an optimized value 𝜆𝑇 = 0.2 ∗ 𝑀𝑠 was 
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implemented for all three reconstruction schemes. 𝜆𝐿 and 𝜆𝑇 in proposed method 

followed the same setup as in L+S decomposition model.  

Similar to the design of 𝜆𝑇. Different values of 𝜆𝐹 were combined with the other 

two regularization parameters in L+S with joint sparsity. An adequate value of 𝜆𝐹 

was designed for reconstruction with specific temporal resolution by testing 

different values and comparing the image quality as well as dynamic contrast signal 

intensity and ultimately selected by experienced radiologists. Besides the 

regularization parameters, other reconstruction parameters in GRASP, L+S 

decomposition and L+S with joint sparsity were carefully followed by authors’ 

setups (108,113). 

6.5.3 Quantification of Dynamic Performance  

The gray level of all reconstruction results has been normalized according to the 

mean value of steady background sections for comparing the dynamic contrast. 

Figure 6-8 shows three contrast phases of the Shepp-logan phantom images 

reconstructed by GRASP, standard L+S decomposition and L+S with joint sparsity 

respectively. All three reconstruction schemes successfully removed undersampling 

artefacts. The dynamic contrast in the selected region was visually degraded in three 

reconstruction schemes compared to the reference image. Besides the degradation 

of peak dynamic signal, temporal averaging also resulted in unexpected dynamic 

enhancement in the pre-contrast phase in three reconstruction schemes. There was 

no obvious dynamic degradation obtained in fully sampled reference series. The 

peak of dynamic signal was degraded by only 3.3% in reference, certificating the 

dynamic robustness of fully sampling.  
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The peak of dynamic signal was degraded by 17.6% and 20.3% for GRASP and 

standard L+S method compared to the reference, as shown in Table 6-1. GRASP 

provided a little bit better dynamic contrast than standard L+S decomposition as 

shown in Figure 6-9.  With the support of an additional sparsity constraint, the best 

dynamic contrast was achieved by the proposed reconstruction scheme. The peak 

of dynamic signal was only degraded by 12.4% in the proposed method which is 

much lower than the standard L+S decomposition. Using the reference dynamic 

curve as the benchmark, the Euclidean distance of our proposed method is only 

0.182 which is much smaller than 0.256 for GRASP and 0.306 for standard L+S 

method, suggesting that our proposed method can capture the dynamic varying 

arterial signals much better. 

The average reconstruction time of GRASP is 490 s. Two L+S based methods 

showed much higher reconstruction efficiency while 111 s and 114 s are required 

by standard L+S decomposition and the proposed method. With the support of 

FCSA, an increase of 3% computation cost was caused by an additional sparsity 

constraint in the proposed method compared to standard L+S decomposition. The 

proposed method and standard L+S decomposition achieved similar reconstruction 

efficiency by using only about 25% of computation time for GRASP.  
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Figure 6-8: Three phase images corresponding to the reconstruction of 
the simulated phantom dataset at AF=22 (a total of 588 radial spokes 
and temporal resolution of 28 spokes/frame) using NUFFT, GRASP, L+S 

decomposition and the proposed method. Signal intensity in the selected 
region (labelled by circles) among all the frames was used to estimate 

the dynamic contrast performance in different reconstruction schemes. 

 

Figure 6-9: Dynamic signal variation for the phantom using ground truth, 

fully sampled reference, GRASP, L+S and L+S with joint sparsity. Using 

the ground truth and fully sampled reference as the benchmark, our 

proposed L+S with joint sparsity method demonstrated much better 

dynamic contrast compared with GRASP and standard L+S.  
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Table 6-1: Reconstruction time, Peak DCE signal and Mean DCE signal 
of the three reconstruction schemes in the simulated Phantom data. 

Reconstruction efficiency has been significantly improved in the 
proposed method due to L+S reconstruction while joint sparsity 

improved dynamic contrast in the proposed method. 

Reconstruction 

Scheme 

Euclidean 

Distance 

Reconstruction 

Time (sec) 

Peak DCE 

signal 

 

Mean DCE 

signal 

 

Reference 0.0829 - 0.9675 0.4832 

GRASP 0.2557 490  0.8225 0.4701 

L+S 

decomposition 

0.306 111  0.7959 0.4575 

Proposed 

Method 

0.1819 114  0.8747 0.4742 

 

6.6 Clinic Dataset and Reconstruction 

Two liver DCE-MRI datasets provided by Lifeng research group were implemented 

to evaluate the clinical performance of different reconstruction schemes (108,121). 

The liver DCE-MRI was performed in two healthy volunteers on whole-body 1.5T 

scanners (MAGNETOM Avanto, Siemens AG, Healthcare Sector, Erlangen, 

Germany) incorporated with 12 channel boy coil. Data acquisition was completed 

by a 3D FLASH based stack-of-star golden angle sampling pulse sequence with 

frequency selective fat suppression (transverse scan). An intravenous injection of 

10 ml of gadopentate dimeglumine (Gd-DTPA) (Magnevist, Bayer Healthcare, 

Leverkusen) followed by a 20 ml saline flush was initiated accompany with the data 

acquisition simultaneously. The injection rate for both contrast agents was 2 

ml/second. The total acquisition time is around 90 s. 
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The corresponding parameters for the acquired liver dataset included: TR/TE=3.52 

ms/1.41 ms, FA=12°, FOV=370*370 mm2, the total acquisition time is around 90 s. 

The acquired dataset contains: 12 channels, 40 partitions and a total of 600 spokes 

with 768 readout points in each spoke. The central 384 readout points in each spokes 

were remained for reconstruction. After 1D FFT along the slice dimension, a 2D 

slice corresponding to the central liver section was selected to evaluate the 

reconstruction performance. To reduce the computation burden and further alleviate 

streaking artefact, the 2D liver dataset was processed by coil unstreaking (122) and 

coil compression (123) prior to the reconstruction. The dataset was compressed 

from 384*600*12 to 384*600*8. 

Following the same reconstruction arrangements in the phantom dataset, the liver 

dataset was subdivided into 21 frames between the pre-contrast phase and the 

arterial phase with the temporal resolution of 28 spokes/frame (4 s/frame). The 

corresponding acceleration ratio is AF=21. Image series were reconstructed using 

NUFFT, standard GRASP, L+S decomposition and L+S with joint sparsity.  

All the time frames were reconstructed with the matrix size of 384*384. The 

dynamic performance and image quality of GRASP, L+S decomposition and L+S 

with joint sparsity were compared without consideration of the respiratory motion. 

Furthermore, additional reconstructions for these three schemes were performed at 

temporal resolution 14 spokes/frame and 21 spokes/frame, certificating the 

robustness of L+S based techniques for highly under-sampled reconstruction.  

All the reconstruction parameters including 𝜆𝑇 of GRASP followed the same setup 

of Lifeng (108). The same value of 𝜆𝑇 was set for two L+S based reconstruction 
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schemes for a fair comparison. The value of 𝜆𝐹 in the proposed method following 

the same setup in previous phantom reconstructions. Other parameters of L+S and 

L+S with joint sparsity followed the same setup of Otazo (113). 

6.7 Image Analysis and Statistics 

Figure 6-10 shows a comparison of three reconstruction schemes in the three 

representative contrast phases in a free-breathing liver DCE-MRI dataset at AF=22 

(28 spokes/frame). The respiratory motion was not compensated here. Due to the 

increase of complexity of the imaging object, the reconstruction period for the liver 

dataset was typically larger than that for the simulated phantom dataset. The average 

reconstruction time for GRASP, L+S decomposition and L+S with joint sparsity is 

705 s, 182 s and 185 s respectively.  Two L+S based reconstructions schemes still 

achieved around 4 times faster reconstruction speed than the GRASP method. The 

extension of reconstruction period in the proposed method is still negligible 

compared with standard L+S decomposition. 

Two L+S based techniques present better background structures of liver. Better 

dynamic contrast of tissues (labelled by solid arrows) was observed in GRASP and 

the proposed method. Blurring was observed in the standard L+S reconstruction 

(labelled by dashed arrows) due to the degradation of dynamic contrast. 
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Figure 6-10: A comparison of different reconstruction schemes in the 
three representative phases in a liver DCE-MRI dataset at AF= 22 and 

28 spokes/frame. Both our proposed method and the standard L+S 
method provide better background structures than GRASP. Our L+S with 

joint sparsity followed by FCSA demonstrated better dynamic contrast 
(solid arrow and dashed arrow). Arterial signal intensity in the selected 
region (labelled by circles) among all the frames was used to estimate 

the dynamic contrast performance in different reconstruction schemes. 

 

The arterial section in reconstructed series was labelled while the average signal 

intensity in arterial region was regarded as the dynamic signal. There was no 

available reference for the clinical DCE-MRI dataset. The peak and average value 

of the dynamic signal curve in the selected arterial region were regarded as the 

standards to assess the dynamic performance and temporal fidelity of reconstruction 

frameworks. 

Figure 6-11 shows the dynamic signal variation in the selected arterial region in 

NUFFT, GRASP, L+S decomposition and L+S with joint sparsity for a liver DCE-

MRI dataset. The peak dynamic signal in liver dataset in the proposed method 
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demonstrated an increase in peak dynamic DCE signal by 24.8% and 33% than that 

of GRASP and standard L+S method respectively. Clear improvement of dynamic 

contrast was achieved by utilizing joint sparsity constraints in the proposed method.  

Figure 6-12 demonstrates a further comparison of three reconstruction schemes in 

the venous phase at different AF=22, 29 and 43 in a liver DCE-MRI dataset. Visible 

blurring artefact was obtained in GRASP at AF=43. The detail of abdomen tissues 

is not degraded significantly in L+S decomposition and L+S with joint sparsity. The 

L+S based schemes show the robustness for highly undersampled dataset 

reconstruction.  

 

 

Figure 6-11: Dynamic signal variation in the arterial region for the liver 
DCE-MRI dataset by using GRASP, L+S and L+S with joint sparsity. 

Improved dynamic contrast was achieved by our proposed L+S with joint 
sparsity. Significant improvement of peak dynamic signal was observed 

in proposed L+S with joint sparsity. 
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Figure 6-12: A comparison of the reconstructed images of GRASP, L+S 

decomposition and L+S with joint sparsity at different temporal 
resolutions in the venous phase of a liver DCE-MRI dataset. A total of 21, 
28 and 42 frames were reconstructed at different temporal resolutions 

respectively. Blurring artefacts and degradation of image quality as 
observed in GRASP. Fewer blurring artefacts and degradation were 

observed in L+S with joint sparsity. The penalty factor for the three 

reconstruction schemes was set the same among all the reconstructions.  

 

6.8 Discussion 

DCE-MRI requires rapid data acquisition to monitor the fast signal-intensity 

changes during the contrast agent period. The general acceleration techniques like 

parallel imaging and 2D compressed sensing cannot achieve the excessive AF and 

maintain the image quality simultaneously.  

Based on the fact that majority of background tissues are in steady states during the 

scan, the image series are intrinsically expressed on temporal dimension. 

Implementing compressed sensing to explore the temporal sparsity of image series 
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is an effective method to achieve high spatial-temporal resolution reconstruction for 

DCE-MRI. 

Stack-of-stars golden angle radial sampling perfectly satisfies the requirement of 

temporal compressed sensing.  A continuous data acquisition model is sufficient to 

cover the whole dynamic variation period. Then the acquired spokes are subdivided 

into multiple time frames according to the temporal acquisition order. The sub-

sampling patterns among time frames are completely different which induce 

incoherent streaking artifacts among the time series. Meanwhile, due to the 

repeatedly acquired k-space center, the image contrast of radial sampling 

corresponds to the average over the acquisition window. This averaging effect 

offers intrinsic motion robustness for radial sampling, enabling a free-breathing 

scan. 

Two reconstruction frameworks GRASP and L+S decomposition are introduced in 

this chapter for dynamic imaging with high spatial-temporal resolution. Both of 

them combines parallel imaging, compressed sensing and golden angle radial 

sampling pattern to explore the temporal sparsity and compress undersampling 

artefacts effectively. Both two reconstruction framework shows significant 

advantage in imaging static tissues. The tissues information is recovered 

successfully while the streaking artefact is compressed effectively. 

To reconstruct a series of DCE-MRI images on the temporal dimension, the overall 

reconstruction period of two frameworks is significantly extended compared with 

the general 2D compressed sensing. GRASP implements NLCG algorithm to find 

the optimal solution. However, the repeated gridding/de-gridding steps result in 
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extremely low reconstruction efficiency. To reconstruct the images series at high 

temporal resolution, dozens of minutes may be required by GRASP to complete the 

iteration.  

With the support of ISTA, a much faster convergence speed is achieved in L+S 

decomposition. The number of gridding procedures is significantly reduced by 

ISTA as well. The overall reconstruction efficiency of L+S decomposition is much 

higher than that of GRASP. Several minutes are typically sufficient to complete the 

reconstruction in L+S decomposition. Through subdividing the image series into 

low-rank background components and dynamic sparse components, L+S 

decomposition also offers higher temporal fidelity and better tissue contrast at 

excessively high AF.   

Both GRASP and L+S decomposition employ temporal TV as sparsity transform to 

promote sparsity among multi-coil datasets. Additional temporal averaging was 

produced by temporal TV, leading to unexpected dynamic contrast degradation. 

With the same penalty factor design, L+S decomposition experienced more 

dynamic degradation. To maintain the image quality, and recover the dynamic 

contrast, an additional sparsity constraint has been introduced into the L+S 

decomposition in this chapter. The low frequency components in temporal domain 

were assumed to be sufficient to match the dynamic variation curve. The FCSA was 

implemented to solve the optimization problem with joint sparsity effectively, 

maintaining the merit of reconstruction efficiency in L+S based method. 

During clinical scans, it is difficult to obtain the fully sampled reference dataset with 

sufficiently high spatial-temporal resolution. The performance of DCE-MRI 
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reconstruction is typically evaluated by experienced radiologists (108). There is no 

standard evaluation criteria for quantifying the performance of different 

reconstruction schemes. Hence, a simulation framework was created here. The 

benefit of Bloch equation simulation is that the ground truth like dynamic signal 

variation is obtained exactly. The dynamic performance of the proposed method and 

other reconstruction schemes were enabled by the parameters like Euclidean 

distance and magnitude of the dynamic signal. 

The proposed L+S with joint sparsity achieved improved dynamic contrast and 

better image quality when comparing with GRASP and standard L+S 

decomposition in reconstructing the simulated phantom dataset and the liver DCE-

MRI dataset. Meanwhile, both standard L+S decomposition and the proposed L+S 

based methods achieved around 4 times faster reconstruction speed than the GRASP 

method. The computation cost from additional sparsity constraint is negligible with 

the support of FCSA. 

6.9 Conclusion  

L+S with joint sparsity demonstrates the use of combining L+S model with joint 

sparsity constraints for improved dynamic contrast, high temporal resolution and 

computationally efficient free-breathing DCE-MRI. The improvement of dynamic 

contrast provides better image quality and tissues contrast which benefits the 

clinical diagnosis a lot. The use of FCSA algorithm minimized the computation cost 

caused by the additional sparsity constraint. The merit of fast reconstruction enables 

a wide range of on-line clinical applications.  
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Chapter 7 Motion Corrected DCE-MRI 

In previous chapters, we have quantified the performance of GRASP, standard L+S 

decomposition and L+S with joint sparsity in terms of image quality, dynamic 

contrast and reconstruction efficiency, etc.  The k-space data acquired by the golden 

angle radial sampling pattern offers additional temporal sparsity and motion 

robustness for GRASP and L+S decomposition.  However, the radial sampling is 

insufficient to compress the artefacts caused by periodic rigid motion such as 

respiratory motion and cardiac motion. The artefacts caused by periodic motion are 

still distributed among all directions, inducing the motion blurring and degrading 

the reconstruction image quality (75,108).  

In this chapter, several motion compression techniques integrated into GRASP 

based reconstruction frameworks are introduced in detail. A relatively simple and 

effective motion correction algorithm has been proposed and directly integrated into 

the L+S decomposition model. A simulated phantom dataset and several clinic liver 

DCE-MRI datasets are implemented to certificate the merits of the proposed 

weighting algorithm. 

7.1 Motion Subdivision in Extra Dimension GRASP 

In chapter 5, we have demonstrated that the k-space center was repeatedly acquired 

by stack-of-star golden angle sampling pattern. The PCA algorithm was 

implemented to extract respiratory motion signals from variation of the projection 

profile of objects (77).  It is available to resort the spokes within each time frame 

according to the motion phase information. 
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Extra-dimension GRASP (XD-GRASP) introduces an additional motion dimension 

into the GRASP based framework (121).  Each time frame is further subdivided into 

multiple motion states (typically 4 states) in XD-GRASP as shown in Figure 7-1. 

The AF is directly increased by the motion resolution. An Additional sparsity 

constraint is applied on motion dimension to explore the sparsity among different 

motion states. XD-GRASP reconstructs multiple motion states images within each 

time frame which compresses the motion blurring artefacts effectively and provides 

the additional motion phase information for clinical diagnosis.  

 

Figure 7-1: XD-GRASP reconstruction framework. The PCA algorithm is 
implemented to extract motion signals from repeatedly acquired k-space 

center along the slice dimension. The acquired spokes within time frames 
are resorted and subdivided into multiple motion states according to the 
extracted motion signal. An extra motion dimension is produced in XD-

GRASP besides the temporal dimension. The XD-GRASP reconstruction 
with NLCG algorithm is then applied to recover the image series with 

multiple motion states by exploring the temporal sparsity among the 

time frames and motion sparsity among motion states. 
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The XD-GRASP reconstruction scheme is mathematically formulated as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 =
1

2
‖𝐹𝐶𝑥 − 𝑏‖2

2 + 𝜆𝑇‖𝑇1𝑥‖1 + 𝜆𝑚‖𝑇2𝑥‖1 (7.1) 

where 𝑇1 and 𝑇2 are the TV sparsity transforms on temporal dimension and motion 

dimension respectively. 𝜆𝑇  and 𝜆𝑚  are the corresponding penalty factors for the 

sparsity constraints.   

Nevertheless, the AF for reconstructed images is directly increased by the motion 

states resolution in XD-GRASP. Sufficient spokes are required in each time frame 

to avoid the failed reconstruction caused by excessive AF. Hence, the temporal 

resolution in XD-GRASP is degraded than that in standard GRASP to some extent.  

The computation burden caused by motion dimension significantly extends the 

reconstruction time which limits clinic applications of XD-GRASP. 

7.2 Respiratory Weighted GRASP 

Respiratory-Weighted GRASP (RACER-GRASP) (122,124) combines the 

respiratory weighting function, coil compression and coil-unstreaking to improve 

reconstruction efficiency and quality simultaneously. Similar to the XD-GRASP, 

RACER-GRASP subdivides the acquired spokes into multiple motion phases 

(typically 4 phases) according to the extracted motion signal besides the temporal 

subdivision. However, RACER-GRASP explores temporal sparsity of each motion 

state individually while there is no sparsity explored among the motion states.  The 

reconstructed motion states are combined with different weighting factors in k-

space as shown in Figure 7-2. A certain motion phase (typically end-expiration 
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phase) which is locked by weighting factors is reconstructed by RACER-GRASP 

(124). The excessive AF caused by motion subdivision is reduced by this delicate 

combination of motion states. 

 

Figure 7-2: RACER-GRASP reconstruction framework. The PCA algorithm 
is implemented to extract motion signals from repeatedly acquired k-

space center along slice dimension. The acquired spokes within time 
frames are resorted and subdivided into multiple motion phases 

according to the extracted motion signal. The RACER-GRASP 
reconstruction with NLCG algorithm is then applied to recover the image 
series with multiple motion states by exploring the temporal sparsity. An 

additional motion weighting matrix is implemented to control the 
contribution from different motion states and lock the desired motion 

phase during the iterative reconstruction. 

 

The reconstruction framework of RACER-GRASP is similar to the standard 

GRASP and can be mathematically expressed as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝑥 =
1

2
‖𝑊(𝐹𝐶𝑥 − 𝑏)‖2

2 + 𝜆‖𝑇𝑥‖1 (7.2)  

where 𝑊 indicates a respiratory weighting matrix calculated for k-space of each 

motion state. The value of weighting matrix elements is decayed exponentially from 
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the desired phase to other phases. Consequently, the contribution of k-space from 

desired phase and other motion phases is enhanced and compressed respectively for 

alleviating motion blurring. The design of weighting matrix is expressed as: 

𝑊(𝑡) = 𝑏1−𝑡,   𝑡 ∈ [1, 4] (7.3)   

where 𝑏 is a constant. To alleviate the computation burden caused by the additional 

motion phase loop, self-calibrating GRAPPA operator gridding (GROG) (125,126) 

is implemented to accelerate the RACER-GRASP reconstruction. Based on the 

acquired dataset, GROG trains the weighting factors for converting the non-

Cartesian sampled k-space into conventional Cartesian based k-space. The repeated 

gridding/de-gridding steps are eliminated in RACER-GRASP by GROG. Therefore, 

an improved reconstruction efficiency is achieved by RACER-GRASP compared 

with standard GRASP and XD-GRASP (122). 

Similar to XD-GRASP, RACER-GRASP requires sufficient spokes within time 

frames to support the additional motion subdivision. The temporal resolution is 

limited in RACER-GRASP. Only a certain motion phase was reconstructed in 

RACER-GRASP while additional motion state information is lost. Meanwhile, the 

GROG interpolation in RACER-GRASP relies on the training from acquired 

reference dataset. Unexpected convolutional artefact and SNR degradation are 

sometimes induced by GROG. 

 



123 
 

7.3 L+S Decomposition with Soft Weighting 

Subdividing acquired spokes into multiple motion states is an effective method to 

compress motion blurring caused by respiratory or cardiac motion. However, the 

additional motion dimension loop significantly increases the computation burden 

and extends the overall reconstruction period. Here, we proposed a soft-weighting 

method for compressing motion blurring and maintaining the reconstruction 

efficiency simultaneously. 

Similar to the RACER-GRASP, we created a respiratory weighting matrix to lock 

the certain motion phase during the reconstruction. There is no additional motion 

subdivision required in the proposed method, maintaining the reconstruction 

efficiency for all the frameworks. The spokes within each time frame are just 

resorted according to the extracted motion signal. We directly implemented a 

modified sigmoid function to control the contribution of spokes acquired at different 

motion phases. The modified sigmoid function is expressed as: 

𝑊(𝑡) =
1

1 + 𝑒−𝑡
+ 𝑐,   𝑡 ∈ [𝑛1 𝑛2] (7.4) 

where 𝑛1  and 𝑛2  are designed delicately to select the certain segmentation of 

sigmoid curve with the smooth but rapid transition between different respiratory 

phase bands. 𝑐 is the DC component of the weighting function and it is typically 

designed with a small value. Hence, all the acquired spokes are involved in 

reconstruction to compress the undersampling artefacts while a certain respiratory 

phase is still locked. 
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For a fair comparison, we have converted the weighting function for multiple 

motion states in RACER-GRASP to the equivalent matrix for all spokes within the 

time frames. It is obvious that RACER-GRASP implemented a “stair-step” 

respiratory weighting function to maintain the contribution of spokes acquired at 

the expiration phase and compress the contribution of spokes acquired at other 

respiratory phases as shown in Figure 7-3. However, stair-step function works as 

the “hard bandpass” filter which introduces abrupt weighting factor variation among 

the acquired spokes while unexpected artefacts can be induced by this abrupt 

weighting truncation. According to the weighting matrix in Equation 7.3, RACER-

GRASP can reconstruct the end-expiration and end-inspiration phases (edge motion 

phase) with less interference from other motion phases (122). Two inter-phases of 

respiratory still experience significant interference from the adjacent motion phases.   

The modified sigmoid function achieves a smooth transition between the “passband” 

and “stopband”, alleviating the unexpected truncation artefacts. The single sigmoid 

function can be implemented to lock down the edge respiratory phases: end-

inspiration phase and end-expiration phase. Availability of other respiratory phases 

is achieved by combing two modified sigmoid functions in opposite directions. 

Feasible respiratory phases are achieved by shifting the modified sigmoid function 

with a certain step-size. The minimum step-size is limited by the number of acquired 

spokes within each time frame and the motion state resolution.  

The variation of imaging object within respiratory cycles is explored in detail by 

shifting a sigmoid based respiratory weighting curve with a small step-size as shown 

in Figure 7-3c. The soft weighting is introduced into the standard L+S 
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decomposition scheme to achieve high reconstruction efficiency and effective 

motion blurring compression simultaneously. The L+S with soft weighting 

reconstruction framework is shown in Figure 7-4. 

 

Figure 7-3: The design of soft weighting functions. (a) Stair-step 

weighting function used in RACER-GRASP and the proposed modified 
sigmoid function. (b) Combined sigmoid functions for other motion 

phases. (c) Shifting the proposed weighting function with a certain step-

size for the reconstruction of different motion states. 

 

The modified L+S with soft weighting scheme is mathematically expressed as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝐿,𝑆 =
1

2
‖𝑊{𝐸(𝐿 + 𝑆) − 𝑑}‖2

2 + 𝜆𝐿‖𝐿‖∗ + 𝜆𝑇‖𝑇𝑆‖1 (7.5) 

where 𝑊 is the soft weighting matrix within each time frame. 𝐸 is the multi-coil 

encoding operator and 𝑑  is the acquired data. 𝑇  is the temporal TV sparsity 

transform applied on sparse components 𝑆.  𝜆𝐿 and 𝜆𝑇 are two penalty factors which 

trade off the data consistency versus the complexity of solution given by the nuclear 

norm ‖·‖∗  of low-rank components  𝐿 and 𝐿1 norm ‖·‖1. 
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Figure 7-4: L+S with soft weighting reconstruction framework. The 

acquired spokes within time frames are resorted according to the 
extracted motion signal. A soft weighting matrix is implemented to 
control the contribution from spokes acquired at different motion phases 

and lock the desired motion phase during reconstruction. Feasible 

motion states can be reconstructed by shifting the weighting matrix. 

 

7.4 Dynamic and Motion Simulation with Model Phantom 

7.4.1 Phantom Simulation Design 

A phantom model with dynamic intensity variation and periodic motion was created, 

producing a motion interfered DCE phantom dataset. One of the most significant 

benefits of this simulation framework is that the ground truth of motion is known 

exactly, enabling the accurate quantification of the performance of different motion 

compression methods. 

To simulate the abdomen structure, a 2D Shepp-model model with a total of 

768*768 voxels was created with modified structures as shown in Figure 7-5. The 
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design of a large voxel matrix reduces the motion gap between adjacent motion 

states caused by discrete digital simulation. The phantom model was subdivided 

into two background sections and five dynamic sections.  The gray level of two 

background sections was designed as 1 and 0.2 and kept constant during simulation. 

The signal intensity of dynamic sections was varied with a designed dynamic curve. 

Three dynamic sections were designed as the motion sections. Besides the variation 

of gray level, the position of these motion sections was rotated periodically, 

simulating the physical displacement caused by periodic respiratory motion. 

A dynamic curve with 1100 discrete points between the pre-contrast phase and the 

arterial phase was created. The magnitude of dynamic curve ranges from 0 to 1. The 

virtual time gap between adjacent discrete points was designed as 0.143 s while the 

whole dynamic variation period was around 157 s. The arterial phase with peak 

signal intensity was arranged at the 230th point (32.9s) of the curve model. The 

signal intensity of dynamic sections was varied with the dynamic curve. Figure 7-6 

shows three contrast phases of the computer model at the same motion state. 

The in-plane simulation was simulated. Corresponding to the dynamic curve model, 

a sinusoid motion curve with 1100 discrete points was created. The virtual time gap 

of motion curve was the same as dynamic curve model. 48 respiratory cycles were 

included in the motion curve, simulating the respiratory at the rate of 18.3 

cycles/minutes. A total of 81 motion states were created between inspiration and 

expiration, offering high motion resolution during simulation. The motion sections 

were gradually rotated by the motion curve with a step-degree 0.37°. The rotation 

angles of motion sections were uniformly distributed over an interval of [-15°, +15°].  
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Figure 7-5: (a) A Shepp-logan computer model with modified internal 
structure. (b)~(c) Two background sections, the signal intensity of these 
sections was kept constant as 1 and 0.2 respectively. (d) Six dynamic 

sections of computer model, the signal intensity of these sections were 
varied by the dynamic curve. (e) Three motion sections of computer 

model, both the signal intensity and position of motion sections were 

varied. (f) The ultimate computer model before contrast enhancement. 
 

 

Figure 7-6: Three representative contrast phases of modified Shepp-

logan model at the same motion state. The signal intensity of six 
dynamic sections were varied by a dynamic curve model with a total of 
1100 discrete points. The maximum dynamic signal occurs at 230th point, 

forming central arterial phase.  
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Figure 7-7 shows the phantom model structure at 4 representative motion states 

before contrast enhancement. The data was simulated with golden angle radial 

sampling pattern. The dynamic phase and motion phase of phantom model were 

varied simultaneously and continuously on the temporal dimension. The phantom 

stages at each discrete time point were recorded. A total of 1100 phantom series 

with the matrix size 512*512 (central region) were recorded as the reference. 

 

Figure 7-7: 4 representative motion states of computer model before 
the dynamic contrast simulation. The motion sections were gradually 

rotated by the motion curve with a step-degree 0.37°. The rotation angle 

motion sections ranged from -15° to 15°. 

 

A certain radial spoke with 768 sample points was acquired at each discrete time 

point. Oversampling along readout was implemented to reduce readout aliasing and 

gridding artefacts. Eight exponentially decayed field maps were integrated into the 

model before data acquisition. The ultimately acquired dataset contains 8 channels, 

a total of 1100 spokes with 784 readout points in each spoke. An averaging image 

was directly reconstructed by NUFFT to estimate the field maps.  
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7.4.2 Experiment Design 
 

The simulated phantom dataset with dynamic contrast variation and the periodic 

motion was subdivided into 11 frames with the temporal resolution of 100 

spokes/frame (14.3s/frame). The image series were reconstructed with a matrix size 

of 512*512 *11 by NUFTT, GRASP and L+S decomposition respectively. 

According to the Nyquist sampling standard, the corresponding AF is 8. The 

reconstructions with standard GRASP and L+S decomposition were implemented 

to quantify the level of blurring artefact caused by periodic motion.  

The same penalty factor 𝜆𝑇 of temporal TV was assigned in both GRASP and L+S 

decomposition for a fair comparison. A variety of values of 𝜆𝑇 ranging from 0.1 ∗

𝑀𝑠  to 0.5 ∗ 𝑀𝑠  (step-size 0.05) has been experimented while an adequate value 

𝜆𝑇 = 0.4 ∗ 𝑀𝑠  was adopted according to the evaluation of two experienced 

radiologists. Other reconstruction parameters setups were carefully followed. The 

number of iteration was set as 60 for both NLCG in GRASP and ISTA in L+S 

decomposition. 

Additional reconstructions were performed with three motion corrected frameworks 

including XD-GRASP, RACER-GRASP (without GROG acceleration) and L+S 

decomposition with soft weighting. The source codes of GRASP, XD-GRASP, 

RACER-GRASP and L+S decomposition were downloaded from the authors’ 

websites (108,113,121,122). Their reconstruction parameters setups were carefully 

followed. The spokes in time frames were resorted according to the designed motion 

signal model. Additional 4 motion states were subdivided within each time frame 
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with the motion state resolution 25 spokes/state for both XD-GRASP and RACER-

GRASP. 

The penalty factor 𝜆𝑇  was still set as 0.4 ∗ 𝑀𝑠  in these three motion corrected 

reconstruction schemes for a fair comparison. Additional penalty factor 𝜆𝑚  on 

motion dimension in XD-GRASP was set as 0.5 ∗ 𝜆𝑇, following the same setup of 

source code (121). 4 motion states were reconstructed simultaneously while a total 

of 44 images were reconstructed with the matrix size 512*512 in XD-GRASP.  

RACER-GRASP combines 4 motion states with different weighting factors as the 

output while only 11 frames were reconstructed at the end-inspiration phase with 

the matrix size 512*512 in RACER-GRASP. To quantify the computation burden 

caused by additional motion subdivision, GROG algorithm was not implemented 

here for acceleration.  The number of iteration was kept the same as 60 for NLCG 

in both XD-GRASP and RACER-GRASP. 

L+S with soft weighting followed the same setup as the standard L+S 

decomposition. A modified sigmoid weighting function was integrated into the 

model to control the contribution of 100 spokes within each time frame.  The end-

expiration motion phase was locked by the weighting function. 11 frames were 

reconstructed with the matrix size 512*512 in L+S with soft weighting. 

7.4.3 Simulation Results & Analysis  

The gray level of image series reconstructed by different schemes was normalized 

based on the mean value of background sections. All the reconstructions were 



132 
 

performed using MATLAB 2020b (MathWorks, MA) on an Intel Core i7-4790 PC 

with a 3.6 GHz processor and repeated 10 times.  

Figure 7-8 shows a comparison of conventional NUFFT reconstruction to standard 

GRASP and L+S decomposition without motion compression. Due to the decrease 

of the AF, the image quality of NUFFT reconstruction is better than that of NUFFT 

reconstruction at AF=22 in the previous chapter. Fewer undersampling artefacts 

were observed in NUFFT than before. Both standard GRASP and L+S 

decomposition compressed the streaking artefacts caused by undersampling 

effectively. There was no ghost motion artefact obtained in reconstructed series.  

All three reconstruction schemes showed the motion averaging effect. Significant 

blurring was obtained in the motion sections, corresponding to the averaging effect 

of the acquisition window in radial sampling.  No obvious dynamic enhancement 

was obtained in the pre-contrast phase in GRASP and L+S decomposition. The peak 

of dynamic signal in arterial phase was visually degraded compared to the reference, 

certificating the existence of temporal averaging effect in these two frameworks. 

The mean reconstruction period for GRASP and L+S decomposition is 1018.9 s and 

273.2 s respectively. Due to the increase of iteration number and data size, the 

reconstruction period of two schemes was increased. A much longer period is 

required by GRASP to complete the iterative reconstruction. 
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Figure 7-8: A comparison of reference at end-expiration stage to three 

reconstruction schemes without motion correction in three 
representative phase contrast in phantom dataset. Significant motion 

blurring was observed in NUFFT, GRASP and L+S decomposition. GRASP 

and L+S compressed the undersampling streaking artefacts effectively. 

 

Figure 7-9 shows a comparison of reference to XD-GRASP, RACER-GRASP and 

L+S with soft weighting reconstruction schemes in the three representative phases 

of phantom model at end-expiration phase. All three motion corrected 

reconstruction schemes compressed streaking artefacts and locked the end-

expiration phase accurately.  

No significant motion blurring was obtained in XD-GRASP and RACER-GRASP. 

Due to the excessive AF in XD-GRASP (AF=32 for each motion state image), the 

SNR of XD-GRASP images was typically lower than the other two schemes while 

some streaking artefacts remained at the edge sides of phantom model in XD-

GRASP. RACER-GRASP showed improved image quality than XD-GRASP. 
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Some blurring was observed on the edge side of motion sections in RACER-

GRASP. The edge side blurring was alleviated further in proposed L+S with soft 

weighting.  

Similar to the GRASP and L+S decomposition, the peak dynamic signal in arterial 

phase was degraded visually in XD-GRASP, RACER-GRASP and L+S with soft 

weighting. However, significant dynamic enhancement was obtained in pre-contrast 

phase in three motion corrected frameworks, showing the worse dynamic 

performance.  

 

Figure 7-9: A comparison of reference at end-expiration stage to three 
reconstruction schemes with motion correction in three representative 

phase contrast in the phantom dataset. All the image series were 
reconstructed at AF= 8 and 100 spokes/frame. All three reconstruction 
schemes compressed motion blurring effectively. Some streaking 

artefacts remained in XD-GRASP. Better image quality was achieved in 

RACER-GRASP and the proposed method. 
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The mean reconstruction time for these three motion corrected reconstruction 

frameworks is 2661.7 s, 1847.3 s and 275.3 s relatively. It is obvious that additional 

motion subdivision significantly degrades the reconstruction efficiency in XD-

GRASP and RACER-GRASP. XD-GRASP contains additional motion states 

reconstruction which requires more time to complete iteration than the RACER-

GRASP. A similar reconstruction efficiency was obtained between L+S 

decomposition and L+S with soft weighting. Soft weighting results in negligible 

computation cost in the L+S based framework, preserving its reconstruction 

efficiency. 

Figure 7-10 shows a zoomed view of a certain motion section (at end expiration) in 

reference and five different reconstruction frameworks in venous phase. The error 

maps between reference and reconstruction schemes were calculated and displayed. 

The proposed L+S with soft-weighting displayed much less difference to the ground 

truth compared with other reconstruction schemes. Using the selected motion 

section in reference as the benchmark, the RMSE value of GRASP, L+S, XD-

GRASP and RACER-GRASP was 0.038, 0.037, 0.033 and 0.024 respectively.  

Similar RMSE values were obtained between L+S decomposition and GRASP as 

they experienced the same level of motion blurring. The RMSE was not decreased 

as expected in XD-GRASP which may be interfered by low SNR. A significant 

decrease of RMSE was obtained RACER-GRASP, certificating the effective 

motion compression. The RMSE value of L+S with soft weighting was 0.02 which 

is much smaller than the other 4 schemes, suggesting that our method can capture 

the motion phase and compress motion blurring artefacts much better. 
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Figure 7-10: A comparison of GRASP, L+S decomposition, RACER-

GRASP and L+S with soft weighting in venous phase at end-expiration 
stage. Three rows of images series corresponding to the venous phase 

image, zoomed view of a motion section in venous phase and the error 
maps in these five different reconstruction schemes. Significant motion 
errors were obtained in GRASP and L+S decomposition. L+S with soft 

weighting shows the least residual motion artefacts. 

 

Figure 7-11a and Figure 7-11b show the dynamic signal variation of three GRASP 

based techniques and two L+S decomposition based techniques respectively. 

GRASP and L+S decomposition showed similar dynamic performance. Compared 

to the ground truth of dynamic curve model, the peak dynamic signal was degraded 

by around 17.3% in GRASP and 17.4% in L+S decomposition. Dynamic 

degradation is enhanced in motion corrected GRASP techniques. The peak of 

dynamic signal was degraded by 28.5% and 33.3% in XD-GRASP and RACER-

GRASP respectively. A similar tendency was found in the L+S based techniques. 

The peak dynamic signal was degraded by 36.4% in L+S with soft weighting. The 

temporal averaging was improved unexpectedly by the motion correction methods. 
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Figure 7-11: (a) Dynamic signal variation for the simulated phantom 
using reference, GRASP, XD-GRASP and RACER-GRASP. Two motion 

corrected GRASP techniques experienced more dynamic degradation 
than the standard GRASP. (b) Dynamic signal variation for the simulated 

phantom by using reference, L+S and L+S with soft weighting. A similar 
tendency about dynamic degradation was obtained in motion corrected 
L+S technique. L+S with soft weighting experienced more dynamic 

degradation than standard L+S decomposition. 

 

7.5 L+S with Soft Weighting and Joint Sparsity  

The motion subdivision or motion weigthting can compress the motion artefacts 

effectively at the expense of increasing temporal blurring. Both these two motion 

correction methods theoretically amplify the contribution of temporal TV constraint 

in GRASP based and L+S based frameworks. The temporal blurring effect is 

increased which leads to further degradation of dynamic contrast. 

It is available to introduce both the soft weighting and additional sparsity constraint 

into the L+S decomposition together, compressing motion blurring and recovering 

the dynamic contrast simultaneously. The reconstruction framework of the 

proposed L+S with soft weighting and joint sparsity is shown in Figure 7-12. 
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Figure 7-12: L+S with soft weighting and joint sparsity reconstruction 
framework. The acquired spokes within time frames are resorted 
according to the extracted motion signal. A soft weighting matrix is 

implemented to control the contribution from spokes acquired at 
different motion phases and lock the desired motion phase during 

reconstruction. FCSA is implemented to solve the optimization problem 
with joint sparsity constraints. Feasible motion states can be 

reconstructed by shifting the weighting matrix. 

 

The proposed L+S with soft weighting and joint sparsity schem is mathematically 

formulated as: 

𝑎𝑟𝑔𝑚𝑖𝑛𝐿,𝑆 =
1

2
‖𝑊{𝐸(𝐿 + 𝑆) − 𝑑}‖2

2 + 𝜆𝐿‖𝐿‖∗ + 𝜆𝑇‖𝑇𝑆‖1 + 𝜆𝐹‖𝐹𝑆‖1 (7.6) 

where 𝐸 is the multi-coil encoding operator and 𝑑 is the acquired data. 𝑇 and 𝐹 

present the temporal TV and temporal FFT sparsity transforms applied on the sparse 

component 𝑆 . 𝜆𝐿 , 𝜆𝑇  and 𝜆𝐹  are three penalty factors applied on the sparsity 

constraints which trades off the data consistency versus the complexity of solution 

given by the nuclear norm ‖·‖∗ of low-rank components 𝐿 and 𝐿1 norm ‖·‖1 .  
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The same experiment assignment was implemented in L+S with soft weighting and 

joint sparsity. A total of 11 time frames with the same temporal resolution 100 

spokes/frame was reconstructed by the proposed method with the matrix size of 

512*512. Besides the additional temporal FFT sparsity constraint, all of the 

parameters in the proposed method were kept the same as L+S with soft weighting 

in chapter 7.4. The optimization problem in L+S with soft weighting and joint 

sparsity was solved by FCSA with a total of 60 iterations (the same as other 

schemes). The penalty factor  𝜆𝐹 followed the same value in chapter 6.5. 

7.6 Simulation Results & Analysis  

Figure 7-13 shows a comparison of reference to XD-GRASP, RACER-GRASP, 

L+S with soft weighting and L+S with soft weighting and joint sparsity in the three 

representative phases of phantom model at end-expiration phase.  Additional joint 

sparsity in the proposed method did not interfere the motion compression from the 

soft weighting. The end-expiration was accurately locked and there was no obvious 

motion blurring obtained in the proposed method. In arterial phase, the signal 

intensity in dynamic sections in the proposed method was much better than the other 

three reconstruction schemes. Temporal FFT still shows robustness of alleviating 

temporal blurring and recovering the dynamic contrast in the proposed method.  

Figure 7-14 shows a zoomed view of a certain motion section (at end expiration) in 

four motion corrected schemes in venous phase. The difference maps between 

reference and reconstruction schemes were calculated and displayed. The proposed 

method showed a similar difference map to the L+S with soft weighting and is much 

better than the XD-GRASP and RACER-GRASP. 
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Figure 7-13: A comparison of four different motion correction schemes 

in three representative phase contrast in phantom dataset. All the image 
series were reconstructed at AF= 8 and 100 spokes/frame. All schemes 

reconstructed the end-expiration phase accurately. The improved 

dynamic signal was obtained in arterial phase in the proposed method. 

 

The errors at the edge of the motion section in the proposed method were slightly 

increased while the residual motion artefacts in the background section were 

compressed further in the proposed method. The RMSE value in both L+S with soft 

weighting and L+S with soft weighting and joint sparsity is 0.02 which is much 

smaller than XD-GRASP and RACER-GRASP, showing the robustness of soft 

weighting. The performance of soft weighting was not degraded by joint sparsity in 

the proposed method. 

Figure 7-15 and Table 7-1 show the dynamic signal variation of four motion 

corrected schemes. The best dynamic contrast was achieved by L+S with soft 

weighting and joint sparsity method. The peak dynamic signal in phantom dataset 
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in the proposed method demonstrated an increase in peak DCE signal by 14.6% and 

9.3% than that of L+S with soft weighting and RACER-GRASP respectively.  

Compared with L+S with soft weighting, significantly dynamic improvement was 

achieved in the proposed method by the joint sparsity. Similar dynamic contrast was 

obtained between XD-GRASP and the proposed method. The peak dynamic signal 

in proposed method increased by only 1.9% than that in XD-GRASP. However, 

compared with XD-GRASP, there was no obvious SNR degradation and residual 

artefact obtained in the proposed method.  

 

 

Figure 7-14: A comparison of four reconstruction schemes in venous 

phase at end-expiration stage. Three rows of image series corresponding 
to the venous phase image, zoomed view of motion section in venous 

phase and the error map in these 5 different reconstruction schemes. 
L+S with soft weighting and L+S with soft weighting and joint sparsity 
showed much fewer residual motion errors compared with XD-GRASP 

and RACER-GRASP.  
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Table 7-1: Reconstruction time, Peak DCE signal and Mean DCE signal 
of different reconstruction schemes in the simulated phantom data. 

Improved dynamic contrast, better motion correction and high 

reconstruction efficiency were obtained in the proposed method 

Reconstruction 

Scheme 

RMSE  

 
Reconstruction 

Time 

 

Peak DCE 

signal 

 

Mean 

DCE 

signal 

 

Ground Truth - - 1 0.5995 

GRASP 0.037 1018.9s 0.8272 0.5288 

XD-GRASP 0.033 2661.7s 0.7154 0.4762 

RACER-GRASP  

(without GROG ) 

0.024 1847.3s 0.6672 0.4643 

L+S 

decomposition 

0.038 273.2s 0.8258 0.4489 

L+S with soft 

weighting 

0.020 275.3s 0.6362 0.5280 

Proposed method 0.020 276s 0.7292 0.4811 

 

 

Figure 7-15: Dynamic signal variation for the simulated phantom using 

XD-GRASP, RACER-GRASP, L+S with soft weighting and proposed L+S 
with soft weighting and joint sparsity. Best dynamic contrast was 

achieved by the proposed method. The peak dynamic signal of the 
proposed method is a little bit higher than XD-GRASP and much higher 

than L+S with soft weighting and RACER-GRASP   
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Meanwhile, the overall reconstruction period of the proposed method was 276 s 

which is almost the same as the period in standard L+S decomposition and L+S 

with soft weighting. The reconstruction efficiency of the proposed L+S with soft 

weighting and joint sparsity is still much higher than GRASP based techniques. 

7.7 Clinic Dataset and Reconstruction 

Two liver DCE-MRI datasets provided by Lifeng Research group were 

implemented to evaluate the dynamic performance and motion compression of 

different reconstruction schemes (108,121). The datasets were acquired with the 

same protocol and scanners as mentioned in chapter 6.6. An intravenous injection 

of 10 ml of Gd-DTPA (Magnevist, Bayer Healthcare, Leverkusen) followed by a 

20 ml saline flush was initiated accompany with the data acquisition simultaneously. 

The injection rate for both contrast agents was 2 ml/second. 

The corresponding parameters for the liver DCE-MRI dataset included: 

TR/TE=3.52 ms/1.41 ms, FOV = 360*360*240 mm3, number of partitions = 80, 

with 60% slice resolution reduction and 6/8 partial Fourier applied along the slice 

dimension. The dataset contains 8 channels, 1100 spokes with 512 readout points 

each.  Oversampling along the readout direction was implemented to avoid readout 

aliasing and gridding artefacts caused by NUFFT.  The central 384 data points on 

each spokes were remained. To reduce the computation burden and further alleviate 

streaking artefact, the 2D liver dataset was processed by coil unstreaking and coil 

compression prior to the reconstruction. The dataset was compressed from 

384*1100*12 to 384*1100*8. 
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Following the same temporal subdivision in phantom dataset, the liver dataset was 

subdivided into 11 frames between the pre-contrast phase and the arterial phase with 

the temporal resolution of 100 spokes/frame (~15s/ frame). The corresponding 

acceleration ratio is AF=6. PCA algorithm was implemented to extract respiratory 

motion signals from repeatedly acquired k-space center along the slice encoding 

direction. The spokes in time frames were resorted from the end-expiration phase 

to the end-inspiration phase according to the extracted respiratory signal.  

Image series were reconstructed using NUFFT, XD-GRASP, RACER-GRASP with 

GROG, L+S with soft weighting and L+S with soft weighting and joint sparsity. 4 

motion states were subdivided within each time frame with the motion state 

resolution 25 spokes/state for both XD-GRASP and RACER-GRASP.  

The basic reconstruction parameters of GRASP based techniques and L+S 

decomposition based techniques followed the same setup of source code. The 

penalty factor for 𝜆𝑇  with an adequate value was selected by two experienced 

radiologists. The same sigmoid based weighting matrix was implemented in 

standard L+S with soft weighing and L+S with soft weighting and joint sparsity. 

The value of 𝜆𝐹  following the same setup in previous phantom experiments in 

chapter 6. The iteration number for all of the reconstruction schemes was set as 20. 

All the reconstructions were repeated 10 times while the averaging iteration period 

was used as the standard to evaluate their reconstruction efficiency.  

All of the time frames were reconstructed with the matrix size of 384*384. The 

average signal intensity in arterial region was regarded as the standard to evaluate 

the dynamic performance of different reconstruction schemes. Furthermore, 
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additional reconstructions for RACER-GRASP and L+S with soft weighting and 

joint sparsity were performed at temporal resolution 96 spokes/frame, 64 

spokes/frame and 32 spokes/frame, certificating the robustness of the proposed 

method at highly undersampled reconstruction. All the reconstructions were 

performed using MATLAB 2020b (MathWorks, MA) on an Intel Core i7-4790 PC 

with a 3.6 GHz processor and repeated 10 times. 

7.8 Image Analysis and Statistics 

A comparison of different reconstruction schemes in three representative contrast 

phases in a liver DCE-MRI dataset at AF=6 (100 spokes/frame) is shown in Figure 

7-16. Respiratory motion was compensated in XD-GRASP, RACER-GRASP, L+S 

with soft weighting and L+S with soft weighting and joint sparsity. End-expiration 

phase images were selected from these four schemes.  

 

Figure 7-16: A comparison of different reconstruction schemes in three 
representative phases in a free-breathing liver DCE-MRI dataset. The 

reconstruction period for XD-GRASP, RACER-GRASP with GROG, L+S 
with soft weighting and the proposed method is 560.5s, 106s, 58.3s and 
59.4s respectively. RACER-GRASP contains unexpected convolution 

artefacts (dashed arrow). The proposed method achieved the best 

dynamic tissue contrast and motion compression.  
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XD-GRASP and RACER-GRASP compressed motion blurring successfully by 

employing motion subdivisions. Residual streaking artefacts (labelled by solid 

arrow) and unexpected convolutional artefacts (labelled by dashed arrow) were 

obtained in XD-GRASP and RACER-GRASP respectively. Better motion 

correction and dynamic contrast were observed in the proposed method. 

Figure 7-17 shows a zoomed view of the liver section in three representative phases 

in XD-GRASP, RACER-GRASP and the proposed method. It is obvious that some 

motion artefacts remained in the arterial phase in XD-GRASP. Less motion blurring 

was observed in RACER-GRASP.  Best tissue detail was observed in L+S with soft 

weighting and joint sparsity, especially in arterial phase. 

 

Figure 7-17: A further comparison of XD-GRASP, RACER-GRASP and the 
proposed L+S with soft weighting and joint sparsity reconstruction 
schemes in three representative phases with respiratory motion in 

zoomed view of liver section. Best tissue detail and dynamic contrast 
were observed in L+S with soft weighting and joint sparsity, especially 

in arterial phase.  
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Due to the decrease of the time frame number, the reconstruction period of all 

frameworks was reduced. The average reconstruction period for XD-GRASP, 

RACER-GRASP, L+S with soft weighting and L+S with soft weighting and joint 

sparsity is 560.5 s, 106 s, 58.3 s and 59.4 s respectively. With the support of GROG 

acceleration, RACER-GRASP presents much higher reconstruction efficiency than 

the XD-GRASP but GROG also induced convolutional artefacts in RACER-

GRASP. The proposed method still shows the highest reconstruction efficiency 

without the need of GROG acceleration. The computation cost from motion 

compression and additional joint sparsity was minimized by the soft weighting 

method and FCSA respectively.  

The dynamic contrast in the selected arterial region in XD-GRASP, RACER-

GRASP, L+S with soft weighting and the proposed method is shown in Figure 7-

18.  The peak dynamic signal in liver dataset in the proposed method demonstrated 

an increase in peak DCE signal by 7.8%, 23.1% and 20% than that of XD-GRASP, 

RACER-GRASP and L+S with soft weighting respectively. The improved dynamic 

contrast enables better vessel structures and image quality in the proposed method. 

Figure 7-19 shows a comparison of XD-GRASP and L+S with soft weighting and 

joint sparsity in 4 motion states from inspiration and expiration in venous contrast 

phase in the liver DCE-MRI dataset. The reduced streaking artefact and better tissue 

details were observed in the L+S with soft weighting and joint sparsity. The fidelity 

of feasible motion states reconstruction achieved by shifting modified sigmoid 

function was certificated further. 
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Figure 7-18: Dynamic signal variation among time frames in the arterial 
region in different reconstruction schemes. The peak dynamic signal in 
liver dataset in the proposed method demonstrated an increase in peak 

DCE signal by 7.8%, 23.1% and 20% than that of XD-GRASP, RACER-

GRASP and L+S with soft weighting respectively. 

 

Figure 7-20 shows an additional reconstruction of the proposed method with 12 

motion states between inspiration and expiration. The image series reconstructed at 

high motion resolution explored the variation of liver tissues caused by respiratory 

motion in detail.  The clear display of tissues variation within a respiratory cycle 

may provide potential information for the diagnosis of some diseases related to the 

respiratory. The further comparison between RACER-GRASP and L+S with soft 

weighting joint sparsity at temporal resolution 96 spokes/frame, 64 spokes/frame 

and 32 spokes/frame in liver dataset is shown in Figure 7-21. Less image quality 

degradation was observed in the proposed method with the increase of temporal 

resolution, demonstrating the robustness of soft weighting for motion compression 

at highly undersampled reconstruction again. Additional sparsity also successfully 

recovered the dynamic contrast of image series reconstructed at different AF. The 

better dynamic contrast was maintained in the proposed method. 
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Figure 7-19: A comparison of XD-GRASP and L+S with soft weighting 
and joint sparsity for multiple motion states reconstruction in venous 
phase in liver DCE-MRI dataset with temporal resolution 100 

spokes/frame. The structures in 4 motion states from inspiration to 
expiration in two reconstruction schemes were matched which 

certificated the fidelity of multiple motion states reconstruction through 
shifting weighting function. The better tissue details and improved image 

quality were achieved by our method.  

 

 

 

Figure 7-20: 12 motion states reconstructed by L+S with joint sparsity 
with shifted respiratory soft-weighting matrix in venous phase in liver 
image. Feasible motion states reconstruction was certificated. The image 

series with high motion state resolution explored the tissues variation 

caused by respiratory motion clearly. 
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Figure 7-21: (a) A comparison of RACER-GRASP and L+S with soft 

weighting and joint sparsity at different temporal resolutions in the 
venous phase of liver images. The end-expiration phase was locked in 

two frameworks. Blurring artefacts and degradation of image quality 
were induced at higher AF in RACER-GRASP. Less blurring artefacts and 
degradation were obtained in the proposed method. The penalty factor 

for the two reconstruction schemes was set the same among all 
reconstructions. (b)~(d) Dynamic variation of the arterial signal 

intensity in the two reconstruction schemes at different temporal 
resolutions i.e. 96 spokes/frame (AF=6), 64 spokes/frame (AF=9) and 

32 spokes/frame (AF=18).  

 

7.9 Discussion 
 

Radial sampling repeatedly acquires the k-space center while the imaging contrast 

of radial sampling is an averaging result among the data acquisition window 

(75,127).  This averaging effect offers intrinsic immunity for the rigid motion. The 

motion artefact in radial sampling behaves as the motion blurring rather than ghost-
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like artefacts in conventional Cartesian sampling (76).  However, imaging the 

tissues with periodic motion like lung and liver is still a challenge in DCE-MRI.  

Motion blurring caused by respiratory motion or cardiac motion still degrades the 

image quality. 

GRASP based techniques involved an additional motion subdivision besides the 

temporal subdivision, forming XD-GRASP and RACER-GRASP. XD-GRASP can 

lock multiple motion phases accurately and reconstruct them simultaneously, 

offering additional motion phase information for diagnosis. However, the AF of 

reconstructed images in XD-GRASP is directly proportional to the number of 

motion states. Excessive AF results in residual streaking artefacts and SNR 

degradation. The additional computation cost on motion dimension significantly 

decreases the reconstruction efficiency of XD-GRASP than that of standard GRASP, 

limiting its clinical applications further. 

RACER-GRASP involves a weighted combination of motion states during iteration 

while only a certain motion phase was locked as the output. Hence, all of the 

acquired spokes within the frame were involved in the RACER-GRASP 

reconstruction with different weightings. The equivalent AF is not increased as 

much as that of XD-GRASP. The computation cost on motion dimension is 

relatively lower at the expense of losing the abundant motion phase information. 

The RACER-GRASP provides improved image quality compared with XD-GRASP. 

The implementation of GROG algorithm accelerates the reconstruction speed of 

RACER-GRASP further but unexpected convolutional artefacts were also 

introduced by GROG algorithm. 
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The proposed soft weighting matrix works as a sort of “soft bandpass” filter which 

controls the contribution of spokes acquired at the different motion phases. The 

modified sigmoid function achieves a smooth transition between “passband” in 

desired motion phase and “stopband” in other motion phases. The combination of 

L+S decomposition and soft weighting enables more accurate motion compression 

and higher reconstruction efficiency simultaneously. 

To quantify the performance of different motion corrected frameworks, we have 

established a simulation framework which enables the quantification of motion 

correction and dynamic contrast simultaneously. Minimum motion errors were 

achieved by L+S with soft weighting in a simulated phantom dataset. One of the 

most significant merits of soft weighting is that it brings much less computation 

complexity than the motion subdivision during iterative reconstruction. Additional 

computation cost caused by soft weighting is negligible. L+S with soft weighting 

shows the same reconstruction efficiency as standard L+S decomposition. Without 

the need of GROG acceleration, two L+S based techniques still show higher 

reconstruction efficiency than GROG accelerated RACER-GRASP.  Another merit 

of soft weighting is that it is able to provide abundant motion phase information like 

XD-GRASP. Feasible motion state resolution was achieved by shift weighting 

function among different respiratory phases. Exploring the variation of tissues 

within respiratory in detail may provide additional clinical information for diagnosis. 

One of most the significant drawbacks of motion correction methods (either motion 

subdivision or soft-weighting) in DCE-MRI reconstruction schemes is that the 

additional dynamic degradation. The peak dynamic signal in two motion corrected 
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GRASP techniques and L+S with soft weighting was decreased than the standard 

GRASP and L+S decomposition. In fact, the subdivision of motion states or soft 

weighting degrades the weight of data consistency components 𝐿2 norm while the 

weight of sparsity constraint 𝐿1  norm increases significantly in the optimization 

model. The equivalent value of penalty factor  𝜆𝑇  for temporal TV is amplified 

which is helpful to compress unstreaking artefacts at increased AF (caused by soft 

weighting or motion subdivision). However, temporal averaging effect is also 

improved and leads to a further degradation of dynamic contrast. 

We introduced temporal FFT into L+S with soft weighting to recovery the dynamic 

contrast. The reconstruction results in the phantom dataset have certificated that 

additional temporal FFT successfully improved the dynamic contrast as expected 

for the L+S with soft weighting.  The accuracy of motion compression was not 

degraded by the temporal FFT as well. The reconstruction results of clinic dataset 

have certificated that the proposed L+S with soft weighting and joint sparsity 

achieved high reconstruction efficiency, accurate motion compression and 

improved dynamic contrast simultaneously. 

Besides the additional degradation of dynamic contrast, the temporal resolution is 

another challenge for motion corrected DCE-MRI reconstruction. Sufficient spokes 

are required to support additional motion subdivision in XD-GRASP and RACER-

GRASP. The increase of spokes number within a time frame indicates the 

significant decrease of temporal resolution. The temporal resolution is decreased 

from 4 s/frame (28 spokes/frame) in chapter 6.6 to around 15 s/frame (100 

spokes/frames) in XD-GRASP and RACER-GRASP which cannot satisfy the 
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clinical needs of diagnosis. It is unavailable to increase the temporal resolution by 

reducing the number of spokes within the frames for the XD-GRASP. The excessive 

AF directly results in failed reconstruction. 

For the RACER-GRASP and the proposed L+S with soft weighting and joint 

sparsity, the number of spokes within the frames in these two schemes is not limited 

as strictly as it in XD-GRASP. If the spokes are sufficient to cover a wide range of 

motion phases, it is still available to reconstruct image series at higher temporal 

resolution in RACER-GRASP and the proposed method at the cost of blurring.  

Improved details of dynamic variation were obtained in both two methods from 96 

spokes/frame to 32 spokes/frame in a clinical liver DCE-MRI dataset, showing the 

importance of high temporal resolution for clinical diagnosis in DCE-MRI. L+S 

decomposition based model enables better tissues detail and less blurring than 

RACER-GRASP among all the reconstructions at different AF. The superiority of 

dynamic contrast was maintained among all of temporal resolutions in the proposed 

method. 

7.10  Conclusion 

L+S with joint sparsity and soft weighting demonstrates the use of combining L+S 

model with joint sparsity constraints for improved dynamic contrast, accurate 

motion compression, high temporal resolution and computationally efficient free-

breathing DCE-MRI. The modified respiratory weighting function enables feasible 

motion states resolution in DCE-MRI which can provide additional diagnosis 

information and extends its clinical applications. 
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Chapter 8 Conclusion and Future 

Development 
 

This chapter presents a summary of research works and contributions made in this 

thesis. The limitations of the research and future plan are discussed. 

8.1 Thesis Contributions 

A 3D UTE imaging protocol is developed based on the stack-of-star central out 

golden angle sampling scheme with adaptive TE. With the design of the adaptive 

phase encoding, the minimum TE in the proposed UTE protocol is around 140 us 

which is similar to the conventional 3D central out radial UTE protocol. The 

combination of iterative DCF function and trajectory measurement enables a simple 

and robust calibration for the proposed UTE imaging protocol.  

The proposed UTE imaging protocol enables a variety of applications including 

short 𝑇2 tissues imaging and metal implant imaging. The short 𝑇2 tissues like nose 

nerve and knee cartilage are clearly displayed in UTE images. The signal dephasing 

and geometry distortion caused by the metal implant are effectively reduced in UTE 

images. The data acquisition efficiency is increased by employing the continuous 

data acquisition model. Motion resolved UTE lung imaging has been achieved by 

the proposed method within 5 minutes, compressing the motion blurring effectively. 

Our method also enables functional lung imaging with the support of oxygen-

enhanced MRI. For the oxygen-enhanced UTE MRI with motion subdivision, the 

interpolation errors and better PSE maps are obtained. A declining tendency of 

oxygen enhancement is observed from expiration phase to inspiration phase.  
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Besides the proposed 3D UTE imaging protocol, this thesis also presents an 

advanced free-breathing DCE-MRI reconstruction method called L+S with joint 

sparsity based on the stack-of-stars golden angle sampling scheme.  A simulation 

framework has been established to evaluate the performance of the proposed 

method. Several simulated phantom datasets are created with fully sampled 

reference, enabling quantification of the dynamic contrast performance.   

Temporal TV minimizes the variations on the temporal dimension which is helpful 

to reconstruct the highly undersampled time series. Unexpected temporal blurring 

is introduced by temporal TV which degrades the dynamic contrast in conventional 

reconstruction frameworks. The proposed method improves the dynamic contrast 

by implementing an additional sparsity constraint temporal FFT. The proposed 

reconstruction framework also maintains the reconstruction efficiency of L+S 

model which is much higher than GRASP based techniques. A robust motion 

correction approach is introduced into the proposed framework. The conventional 

GRASP based techniques employ motion subdivision to compress the motion 

blurring while the motion subdivision degrades the reconstruction efficiency and 

image quality. The soft weighting matrix in the proposed method compresses the 

motion blurring effectively without the expense of reconstruction efficiency. Both 

motion subdivision and soft weighting amplify the contribution of temporal TV 

constraint in reconstruction schemes, degrading the dynamic contrast further. By 

combining the soft weighting and joint sparsity, the proposed L+S with soft 

weighting and joint sparsity offers improved dynamic contrast, advanced motion 

compression and high reconstruction efficiency for DCE-MRI simultaneously. 
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8.2 Significant Innovations 

In stack-of-stars central out golden angle UTE imaging, several innovations are 

contained in the proposed imaging protocol: 

1. A simple and robust calibration method has been developed by the trajectory 

measurement and iterative DCF. The pre-scans measure the deviation of 

samples accurately. No delicate calibration of hardware system is required. 

The iterative DCF effectively removes the blurring caused by the gridding 

with deviated samples. 

2. The continuous acquisition model is implemented into the UTE lung 

imaging to improve the data acquisition efficiency significantly. By utilizing 

the self-gating property of the stack-of-stars, the respiratory signal is 

estimated without the support of additional gating systems.  

3. Motion resolved UTE lung imaging is achieved by the motion subdivision 

according to the estimated motion signal. Respiratory motion blurring is 

effectively reduced by motion subdivision. The variation of lung tissues 

caused by respiratory can be investigated by reconstructing multiple 

respiratory motion states.  

4. Functional lung imaging is achieved by the proposed protocol with the 

support of oxygen-enhanced MRI. The interpolation errors in registrations 

in oxygen-enhanced UTE are also reduced by the prior motion subdivision. 
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In DCE-MRI, several innovations are contained in the proposed reconstruction 

frameworks: 

1. Additional temporal FFT sparsity constraint is integrated into the standard 

L+S decomposition model to recover the dynamic contrast from temporal 

blurring. 

2. FCSA algorithm is implemented to solve the L+S model with two sparsity 

constraints. The reconstruction efficiency of L+S model is maintained in the 

proposed L+S with joint sparsity. The computation complexity from the 

additional sparsity constraint is minimized by FCSA. 

3. Soft weighting matrix is applied for motion compression in the proposed 

method. The soft weighting compresses the motion blurring effectively 

without the expense of computational complexity. 

4. Joint sparsity and soft weighting are combined in the L+S model, forming 

L+S with soft weighting and joint sparsity. The proposed framework enables 

improved dynamic contrast, advanced motion compression and high 

reconstruction efficiency for DCE-MRI simultaneously. 

5. Two simulation frameworks are established in this thesis. Several simulation 

phantom datasets are produced with additional fully sampled reference and 

ground truth to quantify the performance of the proposed method. The 

dynamic performance and motion correction of different reconstruction 

frameworks are quantified by a variety of parameters, including Euclidean 

distance and RMSE. 
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8.3 Limitations and Future Research Plan 

In the proposed UTE imaging protocol, sufficient spokes are required in stack-of-

stars central out golden angle sampling scheme to satisfy the Nyquist standard. The 

number of spokes is extended further in motion resolved UTE to support the 

additional motion states subdivision. A total of 5~10 minutes scan duration is 

relatively long for patients and degrades the clinical experience. Due to the 

limitation of scan duration, the motion resolution is relatively low which is 

insufficient to catch the variation of lung tissues during respiratory.  

The overall scan duration can be reduced effectively by employing the acceleration 

technique. We plan to design a compressed sensing based reconstruction framework 

which reconstructs the highly undersampled k-space by exploring the sparsity 

among the subdivided motion states. The blurring effect caused by sparsity 

constraint will be investigated. 

Another windowing function is also considered to improve the motion resolution. 

By gradually replacing the acquired spokes among adjacent respiratory phases, the 

window function can effectively increase the number of motion states without the 

increase of AF. Utilizing the continuous acquisition model in golden angle sampling 

and windowing function can also be helpful to investigate the signal intensity 

variation of lung tissues during 5 minutes wash-in-time period in oxygen-enhanced 

UTE lung imaging. 
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The performance of DCE-MRI reconstruction frameworks highly relies on the 

parameter design of the penalty factor. Residual undersampling artefacts or 

excessive temporal averaging can be induced by the inappropriate design of the 

penalty factor. A more delicate design of the penalty factor is required by the 

proposed framework with joint sparsity. We plan to further investigate the 

combination of penalty factors for temporal FFT and temporal TV constraints and 

obtain an optimized and robust parameter design in L+S with joint sparsity.  

The temporal resolution is a challenge for motion corrected DCE-MRI 

reconstruction. Sufficient spokes are required to support additional motion 

subdivision or soft weighting which degrades the temporal resolution of 

reconstructed image series. The current temporal resolution in motion corrected 

reconstruction frameworks cannot satisfy the clinical needs of diagnosis.  

Based on the L+S reconstruction model and soft weighting, the AF can be further 

increased in the proposed L+S with soft weighting and joint sparsity framework. 

Further research is required to improve the temporal resolution without the expense 

of image quality, dynamic contrast and motion compression. 
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