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Abstract

The main objective of this work is to improve the quality and transparency of the medical text classification solutions. Conventional
text classification methods provide users with only a restricted mechanism (based on frequency) for selecting features. In this
paper, a three-stage hybrid method combining the threshold-gated attentive bi-directional Long Short-Term Memory (ABLSTM)
and the regular expression based classifier is proposed for medical text classification tasks. The bi-directional Long Short-Term
Memory (LSTM) architecture with an attention layer allows the network to weigh words according to their perceived importance
and focus on crucial parts of a sentence. Feature words (or keywords) extracted by ABLSTM model are utilized to guide the
regular expression rule construction. Our proposed approach leverages the advantages of both the interpretability of rule-based
algorithms and the computational power of deep learning approaches for a production-ready scenario. Experimental results on
real-world medical online query data clearly validate the superiority of our system in selecting domain-specific and topic-related
features. Results show that the proposed approach achieves an accuracy of 0.89 and an F1-score of 0.92 respectively. Furthermore,
our experimentation also illustrates the versatility of regular expressions as a user-level tool for focusing on desired patterns and
providing interpretable solutions for human modification.

Keywords: hybrid system; deep learning; attention mechanism; text classification

1. Introduction

Text classification is a well-established field related to Nat-
ural Language Processing (NLP). In the medical domain, ac-
curate and precise decision making is often required. NLP for
medical text is usually challenging because a great amount of
domain knowledge is required to solve an even seemingly sim-
ple problem [1]. We are motivated by a real-world problem
concerning online medical queries, which, as our main process-
ing contexts, are in narrative formats that preserve the nature
of ambiguity and informality. For example, given the medical
category “female hypogastralgia”, queries received from users
include “My underbelly aches during every menstrual period.”,
“I had a stomachache and menstruation didnt come on time.”,
“Feeling lower abdomen swells and backache after menstrua-
tion.”, etc. Forms of expression vary from one person to an-
other, which makes it more difficult to discover the underlying
patterns than those in ordinary written texts. Most current ap-
proaches rely on deep neural networks to perform text classi-
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fication tasks, but such “black box” models hinder domain ex-
perts from easily verifying the evidence that supports decision
making. To tackle such “black box” problem, we develop effec-
tive and interpretable algorithmic solutions by pushing regular
expressions (REs) inside the classification process. Our choice
of regular expressions is motivated by two factors. First, REs
provide a simple and natural syntax for the succinct specifica-
tion of sequential patterns [2]. Second, REs possessed suffi-
cient expressive power for specifying a wide range of under-
lying patterns of texts. In our previous research, regex-based
medical text classifier are constructed in an automated way to
provide human experts with understandable and easy-to-modify
classification solutions [3]. One of the main contributions of
the work was the effective regular expression rules built upon
a set of carefully selected feature words. However, like most
conventional text classification methods, our previous approach
provide users with frequency-based mechanism for feature se-
lection. Feature words are selected based on relative word fre-
quency in different categories. As a consequence, the feature
selection process is typically characterized by lack of focus and
causes inordinate computational costs just to deal with useless
results. In this paper, we apply an attentive approach instead of
conventional frequency-based methods for more effective fea-
ture selection and evaluate its efficacy in performing medical
text classification tasks.

We propose to adopt the attention mechanism using a popular
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Recurrent Neural Network (RNN) setup (i.e. LSTM [4]) in or-
der to derive attention-based variants for comparisons. LSTMs
have been proven to be very effective to model word sequences
and are powerful to learn long-range temporal dependencies.
For the traditional LSTM network, it is not possible to derive
the importance score for each word in the input document, but
attention mechanism enables the model to focus on certain parts
of the input document by assigning an attention weight to each
term.

The proposed three-stage hybrid system that takes full advan-
tage of both the expressive power of regular expressions and the
non-linear complex modeling ability of deep neural networks to
achieve high classification accuracy. The motivation of us de-
veloping such a hybrid system comes from the observation that
the rule-based model in our previous work does not give pre-
diction label to the instances that are not matched by any of
the defined rules, which often leads to a result with high preci-
sion with low recall. The hybrid system first uses a threshold
gate to filter deep learning results with high confidence scores;
it then implements a heuristic method to construct regular ex-
pression rules by extracting and re-connecting feature words;
finally, we run through a deep learning classifier to the rest of
the data. Through our experiments, we find that the attentive
bi-directional Long Short-Term Memory (ABLSTM) is able to
identify keywords in a sentence relevant to its meaning and
guide the regular expression construction process.

The main contributions presented in this paper can be sum-
marized as follows:

1. We formulate the text classification problem with carefully
selected features and develop novel and efficient algorith-
mic solutions for pushing regular expressions inside the
deep learning approach.

2. The ABLSTM model is applied to lay stress on the impor-
tance of keywords or key phrases of a sentence. We take
into account the feature word information by not only con-
catenating the attention weights into the sentence hidden
representations, but also additionally applying the word
weights to the construction of regular expression rules.

3. The proposed hybrid approach that combines gated neu-
ral networks and attention-guided regular expressions
presents promising experimental results on real-world ap-
plications and shed light on the work towards developing
interpretable ensemble systems that allow human interfer-
ence.

The rest of our paper is structured as follows. Section 2 dis-
cusses the related work regarding medical text classification,
deep learning approaches, and the attention mechanism. The
problem scenario and preliminaries are described in Section 3.
Section 4 gives a detailed description of our three-stage hy-
brid proposals with attention-guided regular expressions and
ABLSTM method. Extensive experiments to justify the effec-
tiveness of our proposals are presented in Section 5. Conclu-
sions and future works are discussed in Section 6.

2. Related work

The problem of text classification has a long history. Classifi-
cation for medical-related text is considered as a special case of
text classification. Before deep learning research became popu-
lar, most text classification tasks used statistical machine learn-
ing methods. Researchers mainly focused on feature-based and
kernel-based methods [5, 6, 7], which are limited by condi-
tions such as manual feature engineering and dependence on
existing NLP toolkits. A number of learning algorithms have
been applied to text which had been vectorized using a TF-IDF
weighting method, including Support Vector Machines (SVM)
[8, 9], regression models [10], nearest neighbor classification
[11], Bayesian models [12], and inductive learning [13]. These
algorithms assume that independent keywords or key phrases
are important to the text category and extract vector features
representing those keywords or key phrases using statistical
methods [14]. These methods have been successfully applied
to medical text classification tasks on patient record notes [15]
and other text documents in diseases like diabetes and cancers
[16, 17], but the assumption is an oversimplification that brings
some shortcomings. While independent keywords and phrases
are important, there are other linking words which also give
meaning to a text. The way words relates to each other can also
provide context and disambiguation. Without this, we poten-
tially lose some information.

Deep learning methods have seen substantial success for
text classification because such methods can automatically and
effectively learn underlying features and interrelationships in
data. Machine learning models based on deep architectures,
such as the RNN [18, 19, 20], Convolutional Neural Network
(CNN) [21, 22, 23], Factor-based Compositional embedding
Model (FCM) [24], and word embedding-based models [25],
have achieved state-of-the-art performances in many natural
language processing fields including text classification [26].

More recently, there have been research efforts to incorporate
attention mechanisms into CNNs and RNNs that are typically
used in NLP applications. Attentive neural networks, which
pioneered for machine translation [27], have recently seen suc-
cesses in the field of text classification [28, 29, 30, 31]. Bah-
danau et al. [32] applied the attention-based model to machine
translation, which allows the decoder to watch different parts
of the source sentence at each step of the output generation
rather than to encode the full source sentence into a fixed-length
vector, and explicitly find a soft alignment between the current
position and the input source. Since then, the attention mech-
anism has been adopted to text classification tasks when the
weight of every component needs to be evaluated respectively.
Er et al. [33] proposed attention pooling based CNN to repre-
sent sentences, which uses an intermediate sentence representa-
tion generated by the Bidirectional Long Short-Term Memory
(BLSTM) as a reference for local representations produced by
the convolutional layer to obtain attention weights. Yang et al.
[34] contributed to designing the Hierarchical Attention Net-
work (HAN) for document classification, which has two levels
of attention mechanisms applied at the word and sentence level.
Wang et al. [35] proposed an attention-based LSTM method
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with target embedding, which was proven to be an effective
way to enforce the neural model to attend to the related part
of a sentence. The attention mechanism is used to enforce the
model to attend to the important part of a sentence, in response
to a specific aspect. Likewise, Yang et al. [36] proposed two
attention-based bidirectional LSTMs to improve classification
performance. Liu and Zhang [37] extended the attention mod-
eling by differentiating the attention obtained from the left con-
text and the right context of a given target/aspect. Instead of
using the attention-based neural network for direct text classifi-
cation, in this work, we use the attention mechanism for identi-
fying high-quality feature words for the automated construction
of regular expression rules.

While deep learning models have seen widespread successes,
they treat all the words as a block of input without explicitly
giving any words or phrases special treatment. We would like
to leverage the advantages of both the rule-based text catego-
rization approaches, which focuses on keywords and their com-
binatorial patterns, and the modern deep learning approaches,
which learn underlying relationships, for medical text classi-
fication. Hybrid systems that combine rule-based approaches
with machine learning techniques have attracted much research
interests recently. In general, two types of hybrid methods are
presented to combine machine learning with explicit rules. One
approach utilizes rules to verify the machine learning output
[38, 39], while a more prevailing approach leverages on rule-
based algorithms to identify the desired features to feed ma-
chine learning models. In the medical domain, Wang et al. [40]
explored machine learning approaches trained from weak su-
pervision labels derived from a rule-based engine, but the pro-
posed paradigm is not effective for complex multiclass classifi-
cation tasks. Yao et al. [41] employed CNNs to capture addi-
tional features generated by rule-based approaches such as Uni-
fied Medical Language System (UMLS) and Concept Unique
Identifiers (CUIs).

While these works mainly focus on well-structured text data
in formal languages, we previously employed a hybrid system
that combines regular expression based classifiers with machine
learning methods to deal with real-world clinic narratives col-
lected from online medical consultation [3]. The innovation and
contribution of our work is that the proposed three-step hybrid
system is more proficient in narrative medical text classifica-
tion. Our experimental results on real-life data showed the pro-
posed method can be a better fit for the production-ready online
medical guidance scenario compared with existing literature.

3. Preliminaries

3.1. Problem description
The problem defined in this study is described as follows:

given a set of text queries Q and a set of predefined classes
C, our task is to classify each query q ∈ Q to a certain class
c ∈ C based on a set of previously labeled instances. This typ-
ical multi-classification problem is often tackled by supervised
learning approaches such as SVM, CNNs, RNNs, and expert
systems. We propose a hybrid system that combines rule-based
classifiers with deep neural networks.

3.2. Feature word selection

Apart from syntactic structures, feature words (or keywords)
are also important features to identify one category from an-
other. Traditional NLP approaches for keyword extraction nor-
mally rely on the frequency information of the given text. Term
Frequency (TF) [42], as one of the most typical methods, mea-
sures the occurrence of each term in the document and assigns it
to the feature space. All terms in vocabulary are treated equally
in TF. Inverse Document Frequency (IDF) [43] is a method that
measures how much information the word provides by assign-
ing higher weights to rarer words in the document. IDF is often
used in conjunction with term frequency in order to lessen the
effect of implicitly common words in the corpus. The TF-IDF
value increases proportionally to the number of times a word
appears in the document and is offset by the number of docu-
ments in the corpus that contain the word. TF-IDF is useful,
most importantly in automated text analysis, for scoring words
in machine learning algorithms for NLP.

Inspired by TF-IDF which works on a single document from
a given corpus, we propose the relative frequency model over
positive and negative sample sets for keyword extraction in our
case. Specifically, for a given class c, the training instances
labeled as c are treated as the positive set, while other instances
compose the negative set. Feature words are selected based on
the comparative word frequency of each word in the two sets.
We define average word frequency f c

w as the number of times a
given word w ∈ W presents in the query set Qc divided by the
total number of sentences of all queries in Qc. That is,

f c
w =

∑
q∈Qc f c

w,q∑
q∈Qc lq

, (1)

where f c
w,q denotes the number of times that word w occurs in

the query q in class c and lq is the length (number of sentences)
of Qc. The average word frequency indicates how popular a
given word is in each class. Since a word can be used in more
than one class of queries, we introduce the term “relative word
frequency” to measure the relative popularity of a word between
different classes. The relative word frequency is defined as:

RFc
w =

f c
w

f c
w

, (2)

where c is the complementary set of c given the full set C.
Therefore, a sorted list by RFc

w in descending order gives the
list of relatively most popular words in class c compared to all
other classes. Regular expression rules RP and RN are generated
based on the calculation of word similarities and co-occurrence
by predefined filtering mechanisms. The detailed algorithm
of regular expression generation is introduced in our previous
work [3].

3.3. Regular expression based classifiers

In this subsection, we revisit the regular expression based
medical text classifier using the constructive heuristic approach
proposed in our previous paper [3] and discuss the potential-
ity to refine the model. Regular expressions are often used in
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the situation where interpretable solutions are required. In cur-
rent practice, rules are created by experienced annotators with
clinical-related knowledge. However, the manual construction
of regular expressions is often time-consuming and error-prone.
To reduce human efforts, we proposed a heuristic method to au-
tomate the composition of regular expressions to obtain inter-
pretable and explicit rules. The regular expression construction
process can be summarized as follows:

1. Define positive and negative instances based on the medi-
cal category.

2. Filter positive feature words wPi and negative feature
words wNi .

3. Construct RP (wP1 ∗ wP2 ∗ ... ∗ wPi ) as positive regular ex-
pression rules and RN (wN1 ∗ wN2 ∗ ... ∗ wNi ) as negative
regular expression rules, where ∗ denotes a regular expres-
sion connector, which is either AND (denoted by “.*” in
the regular expression), OR (denoted by “|”), or adjacency
(denoted by “.{a, b}”, where a and b are non-negative inte-
gers).

4. Generate the complete regular expression R by connecting
RP and RN with logic function NOT (denoted by “# #”).
Note that the function NOT is not an embedded regex op-
erator, but uniquely introduced in our scenario.

Note that rather than a boolean query with proximity opera-
tor, the regular expression identifies the hidden pattern of texts.
Therefore, a co-occurrence matrix is constructed to provide in-
formation on the syntactic structure and word correlations of
input texts. Co-occurrence here is referred to as the frequency
of two words occurring together in a certain order in every text
query of the input data. Let p be the size of vocabulary in the
whole corpus, a matrix M with a size of p× p will be produced:

M(i, j) =
∑
q∈Q

1, if posq(wi) < posq(w j)
0, otherwise,

(3)

where i and j indicate the i-th and j-th word wi and w j respec-
tively, 0 ≤ i, j ≤ p, and posq(w) represents the index (position)
of a given word w in text query q.

In addition, special operators “?!” (zero-width negative look-
ahead assertion) and “?<!” (zero-width negative look-behind
assertion), which eliminate undesired words or short phrases,
are also used in the construction of regular expressions. More
details can be found in [3]. An example of a regular expres-
sion for the medical category “female hypogastralgia” provided
below explicitly demonstrates that the regex generated by our
previously proposed constructive heuristic method is fully in-
terpretable to humans and highly flexible for modification.

.*(belly|stomach).{0,8}(? <!no|not)(ache|pain).*

#_#.*(pregnant|abortion|male).*

Recall our running examples illustrated in the Introduction,
the sample regular expression captures the underlying pattern
of the first two input texts “My underbelly aches during every
menstrual period” and “I had a stomachache and menstrua-
tion didnt come on time” but fails to derive generalized pat-
terns of the third example “Feeling lower abdomen swells and

backache after menstruation”. This is because its feature terms
“abdomen” and “swell” have relatively low occurrence over the
corpus.

Although experimental results on massive amounts of real-
world medical data have verified the feasibility of regex rule-
based method, we observe that the selection of feature words
based on the word frequency has limitations when identifying
terms with high topic relevance but low occurrence frequency.
A heuristic process relying on deep neural networks to iden-
tify feature words would contribute to the overall performance
enhancement. Furthermore, in previous settings, five hyper-
parameters are set to define the threshold of relative word fre-
quency selection criteria, thus the performance of the generated
regular expressions is highly dependent on the training of these
hyper-parameters; on the contrary, an attentive network-based
approach effectively avoids the tuning of abundant parameters
and narrows the weight of each word in a given sentence be-
tween 0 and 1.

4. Methodology

In this study, we aim to solve the multi-class medical text
classification problem using a three-stage hybrid system which
combines the threshold-gated neural network model and the
attention-guided rule-based method. Specifically, we try to
define word weights in narrative medical texts through the
attention-based bidirectional LSTM network. Gated neural net-
work models are trained to obtain high classification perfor-
mances and regular expressions are constructed in a heuristic
process guided by the word weights derived by ABLSTM ar-
chitecture.

4.1. RNN and LSTM

Recurrent neural network [44] is a special kind of feed-
forward neural network which is useful for modeling time-
sensitive sequences. At each time t, the model receives input
from the current example and also from the hidden layer of the
network’s previous state. The output is calculated given the hid-
den state at that time step. The recurrent connection makes the
output at each time associated with all the previous inputs. The
LSTM model [4] addresses the problem by re-parameterizing
the RNN model. The core idea of LSTM is to introduce “gates”
to control the data flow in the recurrent neural unit. The advan-
tage of the LSTM nodes is that they can be set up in the process
of synthesizing to control how much information should be re-
ceived, forgotten, or passed back in the current synthesis step.
Through these gate controls, the gradient of the long-term de-
pendencies cannot vanish, which ensures the proficient learning
ability of LSTM for long texts.

4.2. Attentive recurrent architecture

Although neural networks are effective in dealing with text
classification tasks, obvious drawbacks in such “black box”
approach cannot be ignored. In this paper, we describe a bi-
directional LSTM architecture with an attention layer that al-
lows the network to weigh words in a sentence according to
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their perceived importance. Attentive LSTM model can extract
part of the subset of a given input, where it focuses on the word
or phrase level importance of given queries. We utilize the in-
termediate result of neural network outputs for efficient feature
selection (i.e. attentive word weight) to assist the rule-based
approach to construct interpretable and explainable text classi-
fication solutions. Fig. 1 shows the overall architecture of the
model.

Figure 1: Attentive bidirectional LSTM structure

Assume a sentence S is segmented into t words, i.e., S =

[I1, ..., It], where Ii represents the i-th word. Let wi ∈ Rd de-
note the vector representation of the word Ii. We apply the
bi-directional LSTM to get summarizing annotations of word
embedding from the sentence. The bi-LSTM contains the for-
ward LSTM which reads the words from I1 to It and a backward
LSTM which reads from It to I1.

−→
hi =

−−−−−→
LSTM(wi); i ∈ [1, t],

←−
hi =

←−−−−−
LSTM(wi); i ∈ [t, 1],

(4)

A word-level neural representation for a given word Ii is ob-
tained by concatenating the forward hidden stage

−→
hi and back-

ward hidden state
←−
hi:

hi = [
−→
hi;
←−
hi], (5)

Bi-LSTM neural unit summarizes the information of the
whole sentence S . In the traditional LSTM model, the vec-
tor of

−→
ht and

←−
h1 is usually concatenated as a text representation,

which hardly captures the information about the importance of
each word to the whole sentence. Since the words that reflect
the subject in a text are primarily a few keywords, the impor-
tance of each word is different. Therefore, we introduce the
attention mechanism, which can drive the model to address the
significance of “hot” words to the meaning of a sentence. The

following formulas are applied to compute the attention weight
αi between the i-th word and the sentence S .

ui = tanh(Wwhi + bw) (6)

αi = so f tmax(ui) =
exp(uiuw)∑
i exp(uiuw)

(7)

ha =

t∑
i=1

αihi (8)

where Ww and uw are projection parameters, bw is the bias pa-
rameter, and ha is the resulting weighted feature vector that
summarizes all the word-level information in a sentence. Then,
ha together with LSTM forward and backward results forms the
vector representation of the text, which can be demonstrated as:

s = [ha;
−→
ht;
←−
h1], (9)

where s is a high-level representation of the sentence that can
be used as final features to predict the label y for sentence clas-
sification by a softmax layer.

y = so f tmax(Wss + bs) (10)

Let ŷ be the ground truth of the category label, the goal of
training is to minimize the cross-entropy error between y and
ground truth ŷ for all training data.

loss = −
∑

k

∑
j

y jlogŷ j + λ||θ||2 (11)

where k is the index of the sentence, j is the index of the cat-
egory, λ is the L2-regularization term, and θ is the parameter
set.

4.3. Word weight calculation

For a given category C = [S 1, S 2, ..., S j, ...], two steps are put
forward to calculate the weight (or importance) of each word
in a given category based on the word attention weights de-
rived from attentive LSTM method. Let αk

w denote the attention
weight of the word w in the k-th sentence and αC

w denote the
weight of the word w in the category C.

Weighted average category word weight calculation based
on the weighted average method is represented by the following
equation:

αC
w =

∑
n α

k
w

n
(12)

where n is the number of sentences in C that contain the word
w. The resulted weight is normalized to obtain the importance
of each word in the category C.

Occurrence filter in each sentence S , the scarce terms are
often name, location, or other noise words that should be aban-
doned in our extraction process. All extracted words for every
sentence in the category C are filtered by the minimal occur-
rence, for example, 10 times in a certain class. Then, the results
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are sorted in descending order based on the weighted average
αC

w.

αC
w =

αC
w, if βC

w ≥ occurmin

0, otherwise,
(13)

where βC
w denotes the occurrence counts of the word w in all

sentences in C and occurmin is a pre-defined threshold.
These two steps help address the true relevant terms in one

category. Some disturbing words with high weighted average
and low occurrences would be filtered out, but terms with high
weighted average and modest occurrences are kept. These core
words are neither the most frequent words nor words with high
weighted average by chance. We expect this method to extract
semantically relevant keywords with deeper connections to the
given category. The performance of the system based on the
above-mentioned approaches is demonstrated in Section 5.

4.4. Hybrid method for text classification
In this subsection, we present the overall framework of

the three-stage hybrid method to deal with the medical text
classification task. The diagram of the proposed method is
presented in Fig. 2. Compared with traditional machine
learning methods such as decision trees (e.g. random forest,
gradient boosted trees), naı̈ve Bayes and SVM, neural net-
work approaches demonstrate better performance when deal-
ing with large data sets by learning underlying patterns and
features in data. Specifically, we find that the attentive bi-
directional LSTM model is able to effectively capture the inter-
dependencies of words in a sentence, and in the meantime pro-
vide information on the importance (or weight) of each indi-
vidual word by the attention mechanism. Word weights, as a
side output of ABLSTM, are important features to guide the
construction of regular expressions. A hybrid method leverag-
ing both the computational power of neural networks and the
interpretability of regular expressions is proposed to improve
the text classification performance. The overall system contains
three parts:

1. an ABLSTM model to extract key features, where the out-
put confidence score is gated by a predefined threshold to
ensure high precision results;

2. a regular expression based classification model whose fea-
ture words are provided by ABLSTM model in stage 1;

3. a non-gated ABLSTM model to give prediction labels to
the remaining unlabeled instances.

The full predicting procedure of the proposed hybrid sys-
tem is presented in algorithm 1. Now we explain each step
in detail. An ABLSTM classifier is firstly trained based on the
training data. The confidence score of each prediction is com-
puted and recorded along with the output. Then a threshold
gate is posed to the confidence score to screen the more confi-
dent (more likely to be true) predictions. Only the predictions
with confidence scores above a certain threshold are kept. The
rest of the queries are processed in the second stage classifier.
The second stage is a rule-based classifier composed of a set of
regular expressions. The construction of regular expressions is

Figure 2: The three-stage hybrid system

Algorithm 1 Procedure of the three-stage hybrid method
Require: a text corpus with k sentences and a confidence

threshold λc.
Ensure: class labels for each of the m sentences.

1: An ABLSTM model is trained. Confidence scores ŷ j of all
instances are computed. A sorted list of relevant word We

is extracted using (13).
2: A constructive heuristic using We as seed words is per-

formed to generate a set of regular expression rules RE.
3: if max(ŷ j) ≥ confidence threshold λc then
4: return argmax(ŷ j) as predicting label.
5: else
6: RE based matching scheme is performed
7: if RE scheme is performed and matched then
8: return predicting label
9: else

10: return argmax(ŷ j) as predicting label
11: end if
12: end if

guided by the attention weights computed by ABLSTM model.
Words with higher weights are regarded as stronger features.
The detailed construction process can be referred to in [3]. Each
query will go through the regex rules matching scheme and cer-
tain category label will be assigned to the query if it is matched
with one of the regular expressions in the given category. The
final stage is a non-gated ABLSTM classifier, which processes
the queries which are not labeled by the preceding two stages.

5. Experiments

In this section, we carry out a comprehensive experimental
evaluation on the performance of the proposed hybrid method.
Specifically, we try to address both the interpretability and the
effectiveness of our approach in comparison with state-of-the-
art algorithms. We report the accuracy, precision, recall, and
F1-score as our evaluation metrics.
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5.1. Data and pre-processing
We use online consultation data provided by our collabora-

tor, a major online healthcare provider in the Chinese market,
for both training and testing of our system. A collection of
patient queries labeled by medical categories is treated as our
input to perform the text classification task. The categories are
manually labeled by a team of medical experts in our collabo-
rating company. Table 1 gives an illustration of what the data
set looks like. Note that the original corpus that we use in our
experiment is in Chinese, but we translate the corresponding
text to English for the demonstration purpose. In fact, the sys-
tem is not specifically designed for a particular language, since
the core idea of word weight extraction using the output of the
recurrent neural network attention layer proposed by this work
can be generalized to deal with narrative medical texts in dif-
ferent languages. In our setting, a total of 150, 000 effective
records within 100 medical categories are collected from our
collaborating institution’s online operational streams. The ratio
of training, validation and test set is 80%, 10% and 10%.

During the pre-processing step, Chinese word segmentation
method jieba is applied to the input text. Unlike English words
that are naturally separated from each other by whitespace,
the operation of word segmentation is necessary for Chinese
text. After word segmentation, stop words, symbols, punctua-
tion, etc. are removed from the tokenized data. We pre-train
a word2vec [45] model over a large-scale unannotated corpus
and encode meaningful linguistic relationships between words
into learned word embeddings. The word2vec model is trained
on medical text records with the dimension of 100 to produce
effective word embedding. A demonstration of word similar-
ity based on word2vec model is shown in Table 2 The similar-
ity between words is not measured by their spelling or shared
characters, but instead the embedded semantic information.

For the setting of hyper-parameters, we apply the RMSprop
optimizer in the setting of the learning rate for 0.001, the gra-
dient moving average decay factor for 0.9, and no learning rate
decay.

5.2. Attention-guided rule-based models
As introduced in Section 4.2, ABLSTM features, i.e., word

weights as the output of the attention layer, are helpful in guid-

Table 2: Demonstration of word similarity by word2vec model

word1 word2 similarity
baby children 0.93
baby fever 0.06
cold fever 0.43
chill fever 0.36
cold chill 0.82

cough sneeze 0.69
flu influenza 0.95

pain hurt 0.81
bellyache stomachache 0.78

ing the rule construction. The heat map in Fig. 3 visualizes the
weights placed on different words by ABLSTM model for the
category“female hypogastralgia”. Words in red color are rela-
tively important, while words in purple are less important. With
regards to the query “Feeling lower abdomen swells and back-
ache after menstruation” which fails to be matched by the regu-
lar expression rule due to low frequency features, ABLSTM as-
signs the term“abdomen” with a weight of 0.6 and “swell” with
a weight of 1.0. The attention mechanism makes the model to
lay stress on scarce but crucial terms by assigning them with
high attention weight.

We also compare the keywords extracted by different ap-
proaches, namely, term frequency, relative word frequency [3],
and ABLSTM. Table 3 illustrates that keywords derived from
the relative word frequency approach and the attention-based
approach are much topic-related and domain-specific compared
to the term frequency approach. Specifically, we can observe
from the result that terms like “vaginitis”, “pelvic inflamma-
tion”, and “abdominal pain” have relatively low occurrence
(low term frequency) over the corpus but they rank high (top
3) by the ABLSTM approach. The above-mentioned three
phrases are all common syndrome under the medical category
“female hypogastralgia” and can be regarded as crucial features
for the classification task. Our corpus, mainly in narrative for-
mats, contains a fair number of feature words with relatively
low occurrences, in which case the conventional term frequency
method often fails to give them high rankings. This suggests the
efficiency of our method to capture the important terms with se-
mantic consideration.

Experiments are also conducted to evaluate the performance
of rule-based method with RF features and ABLSTM features
calculated by two approaches introduced in Section 4.3. Re-
sults in Table 4 illustrate that the ABLSTM feature captured
by the occurrence filter mechanism outperforms the other two
approaches. Taking into account both the word weight and fre-
quency of occurrence, the occurrence filter is able to determine
keywords that are semantically relevant to the specific medi-
cal scenario, as it filters out the words with either low weight

Figure 3: Heat map of word weights calculated by the ABLSTM model
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Table 1: Data set and labels

Text queries Medical Category
I feel difficult to fall asleep every day and I always dream during the night. Insomnia
Always sleep talking. Feel stressed. Insomnia
Will I get pneumonia if I sometimes choke while eating? Pneumonia
Baby has a fever and coughs. I’m worried if it’s pneumonia. Children cough
My son gets a cold and often sneezes. Acute upper respiratory infection
5-year-old child burps out loud in the morning and it gets worse before sleep. Children indigestion
Hiccup, uncomfortable throat. Adult indigestion
I feel full by eating just a little and could not digest properly. Adult indigestion
My right knee feels painful when I go upstairs. It doesn’t hurt when I walk. Knee pain
Can I smoke after abortion surgery? Induced abortion
My husband smokes heavily. Does it matter if we want to have a child? Pregnancy preparation
I had sex last night and saw blood on my underwear this morning. Postcoital vaginal bleeding
My period hasn’t come this month, but I see a little blood on my underwear. Abnormal vaginal bleeding
My period hasn’t come this month. It sometimes comes late and the bleeding is scanty. Irregular menstruation
... ...

Table 3: Top 10 most important words extracted by different methods for category “female hypogastralgia”

Importance
Term frequency Relative word frequency ABLSTM

Word Term
frequency Word Relative

frequency Word ABLSTM
weight

1 inquire 3787 distending pain 10.47 vaginitis 93.86

2 ache 2736 belly 9.00 pelvic inflammation 89.71

3 belly 2604 twitch 9.00 abdominal pain 88.26

4 menstruation 2130 ache 6.50 ovarian cyst 85.67

5 stomach 1689 stomachache 5.97 stomachache 79.22

6 stomachache 1444 abdomen 5.42 pain 77.36

7 pregnant 1430 abdominal pain 5.27 dysmenorrhea 65.99

8 not 1131 backache 5.00 cervicitis 63.48

9 matter 1117 pain 4.50 bleed 61.81

10 pain 950 intermittence 4.23 cervical erosion 61.53

Table 4: Performance of rule-based models with different features

Model Macro Precision Macro Recall Macro F1 Accuracy
Relative word frequency 0.94 0.67 0.75 0.5833

ABLSTM weighted average 0.95 0.75 0.84 0.6762

ABLSTM occurrence filter 0.95 0.80 0.87 0.7035
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(the word is not important in the corpus) or low occurrence
(the word is a scarce term). In the following section, the ex-
perimental results of rule-based model with occurrence filtered
ABLSTM features are presented in the hybrid system.

5.3. Three-stage hybrid system

Note that different from machine learning methods that make
predictions on every test instance, the regular expression-based
model assigns a prediction label to a certain instance only if
the instance is matched with the rules defined by REs. In other
words, there exist certain test samples that are not assigned to
any category when we apply the rule-based method. Intuitively,
this kind of method guarantees high classification accuracy with
the sacrifice of recall. Experimental results in Table 5 verifies
this speculation. Though the accuracy of rule-based model for
all instances is relatively low, we observe that among the 9, 370
out of 15, 000 test data that are matched and labeled by the
rule-based model, an accuracy of 0.9330 is achieved, which is
higher than ABLSTM method. From another perspective, the
rule-based model misses about 38% queries (i.e. no classifi-
cation outputs) despite of high performance for those matched
cases. Besides, it is also demonstrated in Table 5 that ABLSTM
achieves higher recall and lower precision compared with the
rule-based model (for all instances).

As previously introduced, the medical domain requires pre-
cise and accurate decision making. Therefore, we try to ensure
classification precision and accuracy by trading off the amount
of support (data with prediction labels). This is achieved by
posing a threshold restriction on the output confidence of the
ABLSTM model to screen the highly “confident” result. A set
of thresholds from 0.1 to 0.9 are tested for the output result of
the deep learning method. With the increment of the thresh-
old, we observe the improvement of classification performance
as expected, whereas the number of successfully classified (or
supported) instances decreases, as shown in Table 6. For exam-
ple, at the confidence threshold of 0.1, 14, 914 (out of 15, 000)
instances are classified with an F1-score of 0.88, which is not
satisfactory for practical use. When the threshold is raised to
0.8, F1-score increases to 0.96 but at the expense of a smaller
number of successful classifications (10, 680 out of 15, 000).

Instructed by the idea of leveraging the advantages of both
ABLSTM and rule-based methods for better overall perfor-
mance, the hybrid method puts between the two networks a
attention-guided regex classifier that is invoked whenever the
confidence of the network classification is low. Compared with
the experimental results shown in Table 5, ABLSTM models
with a certain level of threshold restriction (threshold above
0.8 in this experiment) outperform the rule-based model for
matched instances in terms of all evaluation metrics. The sec-
ond stage of the hybrid system is the attention-guided rule-
based classifier. The regular expression construction process
is similar to the approach introduced in [3], but the main in-
novation of this work is that we rely on the attention weight
calculated by ABLSTM model instead of frequency count to
extract feature words. At the final stage, a non-gated ABLSTM
model is applied to handle the remaining unlabeled data.

Experimental results in Table 7 certify the effectiveness of
our proposed system. The best result is obtained when the
threshold of ABLSTM confidence score for output label is set
to 0.8, which outperforms any other single methods in terms of
precision, recall, F1-score and accuracy. Experiments on tun-
ing this parameter on the validation set also reveal that when the
confidence threshold is set between 0.7 and 0.9, the model per-
formance shows trivial differences. The hybrid system makes
complementation and compatibility of the rule-based method
and deep neural networks. In real-world applications, such a
system is more suitable for the production-ready scenario than
existing text classification models based solely on deep learning
approaches. When the scenario changes or any problem incurs,
modifying the explicit rules presented by interpretable regular
expressions is more time-saving and practically achievable than
retraining the deep learning models.

5.4. Model robustness
In this subsection, we evaluate the performance of the pro-

posed method using different sizes of training data, so as to test
the robustness of the hybrid system under data scarcity. We re-
duce the sizes of training and validation sets to 10% and 50%
of the original ones and keep the same test set. Table 8 demon-
strates the performances of ABLSTM and hybrid methods on
different training sizes. From the experimental results, it can
be observed that the performance of both approaches improves
with the increased number of training data. Under data scarcity,
when the training size is limited, while ABLSTM model shows
deficient performance (78% precision and 60% recall with the
training size of 12, 000), the hybrid method keeps a relatively
high precision of 88% and recall of 70%. We argue that the
decreased performance of ABLSTM model may due to the in-
herent complexity of deep learning methods. As one of main
strengths of deep learning lies in being able to handle complex
data and relationships, algorithms used in deep learning is usu-
ally resource-intensive. To extract from the data the complex
patterns that is general enough, a large quantity of data is typi-
cally required by deep learning algorithms than traditional ma-
chine learning or rule-based models. The results further certify
the role of the rule-based model as an effective complement to
deep learning models.

6. Conclusions and future work

In this paper, we describe a three-stage hybrid system for
medical text classification. While most text classification mod-
els from the literature treat all words equally and focus on the
semantic relationships between words to get the overall mean-
ing, our proposed approach takes one step further by capi-
talizing on important feature words. The attention-based bi-
directional LSTM extracts the attentive weights from attention
layers, which allows us to inspect discriminative terms in a par-
ticular sentence and guide the construction of regular expres-
sion rules for a particular class. The hybrid method combining
attentive bi-directional LSTM and rule-based approach takes
the advantages of both the computational power of neural net-
works to select effective features and the high interpretability
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Table 5: Performances of ABLSTM and baseline methods

Model Macro Precision Macro Recall Macro F1 Accuracy Support
Rule-based model for matched instances 0.94 0.94 0.94 0.9330 9,370

Rule-based model for all instances 0.94 0.67 0.75 0.5833 15,000
ABLSTM 0.93 0.83 0.87 0.8631 15,000

Table 6: The performance of ABLSTM model with threshold restrictions

Threshold Macro Precision Macro Recall Macro F1 Accuracy Support
0.1 0.94 0.84 0.88 0.8665 14,914
0.2 0.94 0.85 0.89 0.8731 14,774
0.3 0.95 0.86 0.90 0.8926 14,210
0.4 0.95 0.86 0.90 0.8926 14,210
0.5 0.95 0.88 0.91 0.9056 13.693
0.6 0.95 0.89 0.91 0.9290 12,818
0.7 0.96 0.91 0.93 0.9489 11,586
0.8 0.98 0.95 0.96 0.9686 10,680
0.9 0.97 0.95 0.95 0.9834 8,914

Table 7: The performance of hybrid methods

Threshold Macro Precision Macro Recall Macro F1 Accuracy Support
0.1 0.94 0.83 0.88 0.8638 15,000
0.2 0.95 0.84 0.88 0.8655 15,000
0.3 0.95 0.84 0.89 0.8684 15,000
0.4 0.95 0.84 0.89 0.8716 15,000
0.5 0.96 0.85 0.90 0.8826 15,000
0.6 0.95 0.86 0.91 0.8869 15,000
0.7 0.96 0.88 0.91 0.8868 15,000
0.8 0.96 0.89 0.92 0.8901 15,000
0.9 0.95 0.88 0.91 0.8893 15,000

Table 8: Performances of ABLSTM and hybrid methods on different training sizes

Model Training Size Macro Precision Macro Recall Macro F1 Accuracy

ABLSTM
12,000 0.78 0.60 0.66 0.7558
60,000 0.87 0.70 0.76 0.8105

120,000 0.93 0.83 0.87 0.8631

Hybrid method
(threshold = 0.8)

12,000 0.88 0.70 0.76 0.7875
60,000 0.93 0.82 0.86 0.8643

120,000 0.96 0.89 0.92 0.8901
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of regular expressions to avoid black boxes. Experimental re-
sults clearly demonstrate that our hybrid method outperforms
ABLSTM and regular expression based models in medical text
classification tasks because the proposed multi-stage system re-
stricts the output accuracy from high to low at each stage. The
proposed hybrid classification method also opens a window for
domain experts to interfere with the classification process and
fine-tune the solutions with the help of automated heuristic ap-
proach and interpretable regex rules.

We believe that using deep learning guided regular expres-
sions to tap into the sequential relationships among salient
words is an important area of research to help improve text clas-
sification performance and support accurate decision-making.
Meanwhile, introducing human-in-the-loop to fine-tune the
regex solutions with specialized domain knowledge would pro-
mote human-machine collaborative intelligence. The attention
mechanism introduced in this paper could be utilized to com-
pose high quality initial solution for heuristic regex evolution
by linking word selection probability with its attention weight.
With the extraction of high quality information and medical
concepts as a basis, the sequential pattern mining can be ex-
tended to automated knowledge graph construction to learn
high quality knowledge bases that link diseases and symptoms
directly from electronic medical records. The application of
the proposed system is not limited to text classification. Fu-
ture investigation will be concentrated on using ABLSTM and
regular expression rules to perform other NLP tasks such as en-
tity recognition and relation classification in other domains by
inducing general patterns of named entities.
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