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Abstract Portfolio optimization is one of the most important problems in the
finance field. The traditional Markowitz mean-variance model is often unreal-
istic since it relies on the perfect market information. In this work, we propose
a two-stage stochastic portfolio optimization model with a comprehensive set
of real world trading constraints to address this issue. Our model incorporates
the market uncertainty in terms of future asset price scenarios based on as-
set return distributions stemming from the real market data. Compared with
existing models, our model is more reliable since it encompasses real-world
trading constraints and it adopts CVaR as the risk measure. Furthermore, our
model is more practical because it could help investors to design their future
investment strategies based on their future asset price expectations. In order
to solve the proposed stochastic model, we develop a hybrid combinatorial ap-
proach, which integrates a hybrid algorithm and a Linear Programming (LP)
solver for the problem with a large number of scenarios. The comparison of the
computational results obtained with 3 different metaheuristic algorithms and
with our hybrid approach shows the effectiveness of the latter. The superiority
of our model is mainly embedded in solution quality. The results demonstrate
that our model is capable of solving complex portfolio optimization problems
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with tremendous scenarios while maintaining high solution quality in a reason-
able amount of time and it has outstanding practical investment implications,
such as effective portfolio constructions.

Keywords Hybrid Algorithm · Combinatorial Approach · Stochastic
Programming · Population-based Incremental Learning · Local Search ·
Learning Inheritance · Portfolio Optimization Problem

1 Introduction

With the advances in computing and the rise of big data, nowadays invest-
ment decisions are made not only by the financial experts, but also based
on sophisticated mathematical models and ‘number crunching’ by mathemati-
cians or computer scientists. The high yield of stock has made it a major
investment over the past decades. One typical problem in stock market, port-
folio optimization, can be described as allocating the limited capital over a
number of potential assets in order to achieve investors risk appetites and
the return objectives. The first portfolio optimization model was proposed by
Markowitz in the 1950s [78,79], where the risk of the portfolio is measured as
the variance of the asset return and therefore the problem can be viewed as
a mean-variance optimization problem. The original problem is a quadratic
programming problem, therefore it can be solved in an exact manner with a
reasonable computational time.

The standard Markowitz model can be considered as a simplistic uncon-
strained risk-return model. One shortcoming of the model is that it assumes
there exists a perfect market with no taxes or transaction costs, where short
selling is not allowed, and the assets are infinitely divisible (i.e. they can be
traded in any non-negative proportion). One limitation of such simplistic ap-
proach is that some of the trading restrictions of stock markets in the real-
world situation are omitted. The basic mean-variance model can be extended
to capture market realism. There exists a wide range of real-world trading
constraints in practice. The most common examples include the transaction
costs [66] (fixed transaction cost, variable transaction cost), the cardinality
constraint [81] (which specifies the total number of the held assets in a port-
folio in order to reduce tax and transaction costs), the bounding constraints
[81] (which specify the lower and upper bound of the proportion of each held
asset in a portfolio in order to avoid unrealistic holdings) and the minimum
trading size [28] (which specifies the minimum amount of transaction occurred
on each asset). As a result, the complexity of the problem significantly increas-
es with the additional real-world trading constraints involved. In most cases,
adding new constraints will lead to a nonconvex search space and quadratic
programming technique cannot be used anymore. For example, the inclusion
of cardinality constraint into the standard Markowitz portfolio optimization
model may be referred as the cardinality constrained mean-variance (CCMV)
portfolio selection problem [41]. In fact, CCMV is a Quadratic Mixed-Integer
problem (QMIP) which has been proven to be NP-hard [82]. Nevertheless,
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till now, it might be still incapable of providing an exact algorithm to re-
solve such optimization problem efficiently. As a result, different heuristics and
metaheuristic techniques have been applied to solve extended mean-variance
portfolio optimization model [22,33,103,30,76].

Although the real world constraints have later been introduced into the
classic mean-variance model, there still remains another important market
factor, the uncertainty, that complicates the investors making investment de-
cisions. In the current work of mean-variance portfolio optimization problem
[22,33,103,30,76], the mean expected return and the covariance between as-
sets are assumed to be static and perfectly known, which is often unrealistic
due to the economic turmoil and the market uncertainties in practice. It has
been pointed out in [9,13] that the investment decisions should be made based
on the consideration of the market uncertainties. Usually, the probabilistic
uncertainty factors are taken into account (i.e. the asset price, the curren-
cy exchange rate, the prepayments, the external cashflows, the inflation and
the liabilities, etc.). There are also some other non-probabilistic uncertainty
factors (i.e. the vagueness and the ambiguity, etc.) which are mainly modeled
using fuzzy techniques [70,107,47,48]. In this work, we will focus on the proba-
bilistic uncertainty of the market, more specifically, we use different asset price
scenarios as the representation of market uncertainty based on the real market
data. In the real world, most of the financial data is non-Gaussian distributed,
therefore, the adoption of non-Gaussian distribution would enhance the model
performance. The most recent works have also emphasized the non-Gaussian
element in the financial model. For example, Alexandru, Elliott, and Ortega
[7] apply the non-Gaussian GARCH models into the European options pricing
model. Lanne, Meitz and Saikkonen [68] highlight the non-Gaussian compo-
nent within the structural vector autoregressive (SVAR) model. Chen, Kou
and Wang [23] deal with the non-Gaussian noise structure within the Markov
decision processes.

Stochastic programming has been well studied for modeling optimization
problems with uncertain factors since the late 1950s [57,18,31,32]. It provides
a stochastic view to replace the deterministic one in the sense that the uncer-
tain factors are represented by the assumed probability distributions. It can
model uncertainty and impose real world constraints in a flexible way[63]. Over
the past decades, stochastic programming has been widely applied to financial
optimization problems. Models for the management of fixed income securi-
ties [44,102,16] and models for asset/liability management [86,87,85,100,97]
have been well studied. A wide range of approaches based on stochastic pro-
gramming for portfolio management have also been developed [100,96,97,39,
50,14,40,35]. For example, Topaloglou, Vladimirou and Zenios [100] proposed
a multi-stage stochastic programming model for international portfolio man-
agement in a dynamic setting. The uncertainties are modeled in terms of the
asset prices and exchange rates. Yu et al. [109] proposed a dynamic stochas-
tic programming model for bond portfolio management. They modeled the
uncertainty in terms of the interest rates. Stoyan and Kwon [97] considered
a stochastic-goal mixed-integer programming model for the integrated stock
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and bond portfolio problem. The uncertainties are modeled in terms of the
asset prices and the real world trading constraints are imposed. The model
was solved by a decomposition based algorithm. He and Qu [49] proposed a
stochastic portfolio selection problem with a comprehensive set of real world
trading constraints. The uncertainties are modeled in terms of the asset prices.
A hybrid algorithm integrating local search and a default Branch-and-Bound
method was proposed to solve the problem. A more comprehensive review can
be found in [108]. For this work, we will use stochastic programming to model
uncertain future asset prices.

The other drawback of the mean-variance model is how it characterizes
risk. In the classical Markowitz portfolio optimization model, risk is measured
as the standard deviation of the asset returns. The handicaps of standard devi-
ation might be displayed in a twofold manner. Firstly, the standard deviation
may imply a quadratic utility function, which suffers from the peculiarity of
satiation and irrationality of raising the level of risk aversion [53]. More impor-
tantly, standard deviation relies on the assumption of elliptically return distri-
butions, which indicates that standard deviation delivers equivalent penalties
to upside and downside market movements. However, it has been shown that
market perceives up and down movements asymmetrically. Given the volatil-
ity spillover effects, the stocks tend to co-move in down market movements
[64,34]. Practically, people may only want to minimize the possibility of the
portfolio losses. Over the last 15 years, the study of extreme events (i.e. the
tails of the return distribution) has received increased attention due to the use
of sophisticated risk control models in financial institutions and the reaction of
the academic community to the attempt of imposing inadequate or improper
risk measures in the context of regulations [98]. The new definitions of risk
measures have been developed. Two commonly used examples are Value at
Risk (VaR) [55,89] and Conditional Value at Risk (CVaR) [92].

It is notable that CVaR also dominates VaR as a risk metric in the portfo-
lio selection model circumstance. One reason mentioned in [106], is that CVaR
could be easily optimized compared with VaR. It is because that CVaR retains
the feature of convexity and thus the availability of global optimal solutions
[92,90]. Accordingly, CVaR fits better than VaR in the context of the portfolio
optimization. Another shortcoming of VaR is that it is incapable of tackling
the loss beyond the pre-specified level and delivers a lowest bound for losses.
Therefore, VaR, as a risk measure, is more optimistic than conservative [93].
Likewise, Alexander and Baptista [3] illustrate that for the same confidence
level, the CVaR constraint will be more rigorous than the VaR constraint.
They conclude that a CVaR constraint may outperform the VaR constraint in
most investment cases. More importantly, as a coherent risk measure, CVaR
preserves the sub-additive feature, which complies with the investment diver-
sification effect. In other words, CVaR can be diminished through investment
diversification. In addition, minimizing CVaR is more effective than minimiz-
ing VaR, since a low CVaR usually produces a portfolio with a small VaR
[4]. As a result, minimizing CVaR is better than solely minimizing VaR. In
summary, CVaR is a coherent risk measure and it outweighs both standard
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deviation and VaR as a risk measure. Therefore, adoption of CVaR might en-
dorse better performance of the portfolio selection compared with standard
deviation and VaR. It would be a worthwhile endeavor to employ the compu-
tational method in order to furnish an up-to-date investigation into portfolio
management based on the coherent risk measure of CVaR.

In the portfolio optimization domain, Glasserman and Xu [42] proposed a
series of portfolio control rules to handle the model errors within the portfolio
optimization problem. They applied a stochastic notion of robustness to re-
flect model error uncertainty. Gaivoronski, Krylov and Wijst [40] investigated
different approaches to portfolio selection based on different risk character-
izations. They proposed an algorithm to determine whether to rebalance a
given portfolio based on transaction costs and new market condition informa-
tion. Greco and Matarazzo [45] proposed an approach for portfolio selection
in a non-Markowitz way. The uncertainties are modeled in terms of a se-
ries of meaningful quantiles of probabilistic distributions. They proposed an
Interactive Multiobjective Optimization (IMO) method based on Dominance-
based Rough Set Approach (DRSA) to solve the model in two phases. Chen
and Wang [24] introduced a hybrid stock trading system based on Genetic
Network Programming and mean-CVaR model (GNP-CVaR). The proposed
model combines the advantages of statistical models and artificial intelligence
in the sense that CVaR measures the market risk and distributes the weights
of capital to each asset in the portfolio and GNP decides the trading strate-
gies. More recently, there are also burgeoning studies emerged in portfolio
optimization field. Ban et al. [12] use two machine learning methods to opti-
mize portfolio constructions. They uncover that one machine learning method
named performance-based regularization overwhelmingly dominates all other
solutions including sample average approximation, which is the other machine
learning method. Xidonas et al. [105] introduce future returns scenarios in-
to resolving portfolio selection problems. On the basis, they construct port-
folios through the conventional minimax regret criterion formulation, which
enables their model to solve multiobjective portfolio optimization problem.
Lwin et al. [77] propose an efficient hybrid multi-objective evolutionary algo-
rithm (MODE-GL) to accommodate mean-VaR portfolio optimization prob-
lems with real-world constraints. They reveal that the MODE-GL performs
more favorably compared with two other existing techniques. Ahmadi-Javid
and Fallah-Tafti [2] introduce a risk measure with monotone property named
entropic value-at-risk (EVaR) into portfolio optimization. They unveil that
EVaR-based portfolios could have better return rates and Sharpe ratios com-
pared with CVaR-based portfolios.

Our approach of investigating risky asset allocation problem is based on an
integrated simulation and optimization framework with the adoption of CVaR
as the risk measure as well as the real world trading constraints. Our scenario-
based optimization model incorporates the future asset price uncertainty with-
in the joint distributions of asset returns. The benefits of this methodology
exhibit in a twofold fashion. Firstly, our model legitimizes investors to take
the future asset price uncertainty into considerations in the meantime of min-
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imizing CVaR. This model simulation result could help investors to entail an
approximation of the cardinality constrained efficient frontier with the risk
measure CVaR instead of standard deviation. Investors can then select their
investments according to their risk preferences along the approximated car-
dinality constrained efficient frontier. As a result, our model becomes highly
relevant to investors with different risk preferences, including risk averse, risk
neutral and risk seeking investors. Secondly, our cardinality constrained ap-
proximated efficient frontier could serve as a basis to engender the approxi-
mated Capital Market Line (CML) with the risk measure CVaR. Therefore,
investors could be not only capable of choosing the portfolio investment along
the approximated efficient frontier, but also capable of allocating investment
between risk free asset and portfolio investment along the approximated CML
based on the risk measure CVaR.

One common method used in the literature to deal with stochastic portfo-
lio optimization model is decomposition. Benders decomposition [35], scenario
decomposition [94], time decomposition [14] and other novel decomposition
methods [97] have been proposed. The problem is simplified when it is decom-
posed into different parts.

In our previous work [29], we improved the stochastic portfolio optimiza-
tion models in the literature [100,49] and proposed a hybrid algorithm for the
two-stage stochastic portfolio optimization problem with a comprehensive set
of real world trading constraints. A Genetic Algorithm (GA) together with
a commercial LP solver was used where GA searches for the assets selection
heuristically and the LP solver solves the corresponding sub-problems opti-
mally. The proposed hybrid GA can solve the problem to a good degree of
accuracy, however, it has a slow convergent speed. The standard GA relies
heavily on designing effective genetic operators which are highly specific to
different problems. In order to solve the two-stage stochastic model more effi-
ciently, in this work, we propose a light weight approach based on Population
Based Incremental Learning (PBIL). The whole idea of PBIL is on learning
statistically, leading to efficiency and effectiveness compared to GA. Instead of
relying on heavy computations, PBIL employs light weight learning adaptively
on the fly. It intends to solve the model via adaptive learning upon a larger
number of scenarios. Local search, hash search, elitist selection and partially
guided mutation are also adopted in order to enhance the evolution.

The outline of the rest part is as follows: Section 2 introduces the back-
ground information. Section 3 gives the statement of the problem as well as the
corresponding notations. The detailed description of our hybrid combinatorial
approach is given in Section 4. The datasets and scenario generation methods
are described in Section 5. Experimental results are presented in Section 6.
The final conclusion is given in Section 7.
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2 Preliminaries

2.1 Stochastic programming

This section presents preliminaries for the two-stage stochastic programming,
including scenario tree definition and the calculation of percentile risk function,
such as VaR and CVaR.

In real-world situations, many parameters of a problem are not precise-
ly known but are subject to uncertainties - due to future events and human
variabilities, etc. Generally, there are two approaches to deal with the uncer-
tainties:

– Robust Optimization: when the uncertain variables are given within some
certain boundaries, robust optimization is applied for such problems. The
idea is to find a solution which is feasible for all the data and optimal for
the worst case scenario.

– Stochastic Programming : when the probability distribution of the uncertain
variables are known or can be estimated, stochastic programming is applied
for such problems. The idea is to find a policy which is feasible for all
(or at least almost all) possible data instances and maximizes/minimizes
the expectation of the objective function with the decision and random
variables involved. The decision-maker can gather some useful information
by solving such models either analytically or numerically.

For this work, we use stochastic programming to deal with the uncertain
future asset prices. The comprehensive concepts of stochastic programming
can be found in [57,18].

2.2 Two-stage stochastic programming problem with recourse

For this work, we consider a widely applied class of stochastic programming
problem, namely the recourse problem. It seeks a policy that can take the
actions after some realisation of the uncertain variables as well as make the
recourse decisions based on the temporarily available information.

The simplest case of the recourse problem have two stages:

– first stage: A decision needs to be made.
– second stage: The values of the uncertain variables are revealed and fur-

ther decisions are allowed to make in order to avoid the constraints of the
problem becoming infeasible. Usually a decision in the second stage will
depend on a particular realisation of the uncertain variables.
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Formally, the two-stage stochastic programming problem with recourse can
be described as the follows [108]:

min f(x) + E[Q(x, ξ)] (1)

s.t.

Ax = b

x ∈ Rn

where ξ represents the uncertain data, f(x) is the objective function where
x is the first-stage decision variable vector which should be decided before
the uncertain variables are revealed, E[Q(x, ξ)] is the expectation value of the
function Q(x, ξ) and Q(x, ξ) is the optimal value for the following nonlinear
program:

min q(u, ξ) (2)

s.t.

W (ξ)u = h(ξ)− T (ξ)x

u ∈ Rm

where u is the vector of the second-stage decision variables which depends
on the realization of the first-stage uncertain variables. q(u, ξ) represents the
second-stage cost function. W (ξ), h(ξ) and T (ξ) are model parameters with
reasonable dimensions. These parameters are the functions of the uncertain
data ξ, therefore they are also random. W is the recourse matrix, and h is the
second-stage resource vector. T is the technology matrix which contains the
technology coefficients, therefore it can convert the first-stage decision variable
vector x into resources for the second-stage problem.

Hence, the general two-stage stochastic programming problem with re-
course can be rewritten as follows:

min f(x) + E[min{q(u, ξ)|W (ξ)u+ T (ξ)x = h(ξ)}] (3)

s.t.

Ax = b

x ∈ Rn

u ∈ Rm

In this formulation, a “here and now” decision x is made before the uncer-
tain data ξ is realized. At the second stage, after the value of the uncertain
data ξ is revealed, we can modify our behavior by solving the corresponding
optimization problem.

The recourse problem is not restricted to the two-stage formulation and it
is possible to extend the problem into a multistage model.
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t = 0

t = 1

t = 2

Fig. 1 An example of a scenario tree. At stage t = 0 there is 1 scenario, at stage t = 1
there are 4 scenarios and at stage t = 2 there are 8 scenarios.

2.3 Scenario tree

There are two common methods which can be used to deal with the multistage
stochastic programming problems, namely decision rule approximation and
scenario tree approximation. For this work, we will focus on the scenario tree
approximation tree method.

A scenario is defined as the possible realisation of the uncertain data ξ in
each stage t ∈ T . An example of a scenario tree is showed in Figure 1. The
nodes in the scenario tree represent a possible realisation of the uncertain data
ξT . Each node is denoted by n = (s, t) where s is a scenario and t is the level of
the node in the tree and the decisions will be made at each node. The parent of
the node n is represented by at−1(n). The branching probability of the node n
is denoted by pn which is a conditional probability on its parent node at−1(n).
The path to the node n is a partial scenario with the probability Prn =

∏
pn

along the path and the sum of Prn is up to 1 across each level of the scenario
tree.

In order to apply the scenario tree approximation method for the stochas-
tic programming problem with recourse, the uncertain data ξ needs to be
discretized and all possible realisations of ξ can be represented by a discrete
set of scenarios. Thus, scenario generation methods are required. There are
several scenario generation methods in the literature, for this work, we ap-
plied a shape based method [59].

2.4 Percentile Risk Function

2.4.1 Value at Risk (VaR)

In the real-world situation, portfolio managers may only need to reduce the
possibility of the high loss. Value at Risk (VaR) [55,89] gives the maximum
possible loss α with a specified confidence level β. That is, by the end of the
investing period, the probability of the loss exceeding the threshold α is 1− β
(see Figure 2).

Formally, let f(x, ξ) be the loss function where x ∈ Rn is the decision vec-
tor and ξ ∈ Rm is the uncertain (random) vector. The uncertain variable is
a measurable function from an uncertainty space to the set of real number-
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Portfolio Loss

VaR (α) Maximum loss

1− β

CVaR

Fig. 2 Value at Risk (VaR) and Conditional Value at Risk (CVaR)

s[72]. The density of the probability distribution of ξ is denoted by p(ξ). The
probability of the loss function f(x, ξ) not exceeding a threshold α is given by:

Ψ(x, α) =

∫
f(x,ξ)≤α

p(ξ)dξ (4)

The β-VaR for the loss random variable associated with x and the specified
probability β in (0, 1) is denoted by αβ(x) and formally we have the following:

αβ(x) = min{α ∈ R : Ψ(x, α) ≥ β} (5)

However, VaR is inadequate for market risk evaluation. As it has been
pointed out in [6], VaR does not satisfy the sub-additivity and the convexity
and generally it is not a coherent risk measure (VaR is only coherent for
standard deviation of normal distributions). Also, VaR is difficult to optimize
using scenarios[80]. Furthermore, VaR does not take the distribution of the loss
exceeding the threshold into account and it would become unstable if there is
a sharp and heavy tail in the loss distribution.

2.4.2 Conditional Value at Risk (CVaR)

Conditional Value at Risk (CVaR) (also called Mean Excess Loss, Mean Ex-
pected Shortfall, or Tail VaR) is proposed in [92] in order to eliminate the
drawbacks of VaR. CVaR is a more consistent risk measure because of its sub-
additivity and the convexity [6], and it is proven to be a coherent risk measure
[88].

CVaR calculates the average value of the loss which exceeds the VaR value
(see Figure 2). Formally, CVaR is defined as the follows [92]:

φβ(x) = (1− β)−1
∫
f(x,ξ)≥αβ(x)

f(x, ξ)p(ξ)dξ (6)

The function above is a little bit difficult to handle because the VaR value
αβ(x) is involved in it. Alternatively, we can have the analytical representation
to replace VaR. A simpler function can be used instead of CVaR:
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Fβ(x, α) = α+ (1− β)−1
∫
f(x,ξ)≤α

(f(x, ξ)− α)p(ξ)dξ (7)

It has been proved in [92] that Fβ(x, α) is a convex function with respect
to α and the minimum point of Fβ(x, α) is VaR with respect to α. The CVaR
value can be obtained by minimizing Fβ(x, α) with respect to α.

2.4.3 Minimizing CVaR

From the definitions of VaR and CVaR we can see that given a specified
probability level β, β-CVaR should always be greater or equal to β-VaR. In
fact, we can optimize CVaR and obtain VaR simultaneously by minimizing
the function Fβ(x, α) [101]. Suppose we have the solution of the minimization
of Fβ(x, α), (x∗, α∗), then the optimal CVaR value equals Fβ(x∗, α∗) and the
corresponding VaR value equals α∗.

We can minimize the function Fβ(x, α) by introducing an auxiliary function
Z(ξ) such that Z(ξ) ≥ f(x, ξ) − α and Z(ξ) ≥ 0. Formally we have the
following:

min α+ (1− β)−1E(Z(ξ)) (8)

s.t.

Z(ξ) ≥ f(x, ξ)− α
Z(ξ) ≥ 0

α ∈ R

Now let us consider the portfolio optimization problem. Here the uncertain
data ξ refers to the future asset prices. Normally the analytical representation
of density function p(ξ) is not available but instead the scenarios can be gen-
erated from the historical observations of each asset price. The scenario gen-
eration can use the property matching method [52,51] or even simply Monte
Carlo simulations. Suppose we have generated N scenarios from the density
p(ξ), yn where n = 1, . . . , N . Function Fβ(x, α) can be therefore calculated as
the follows:

Fβ(x, α) = α+ (1− β)−1
N∑
i=1

pi(f(x, yi)− α)+ (9)

where f(x, yi) is the portfolio loss function in scenario i and it is defined as
the negative of the total portfolio return. pi is the probability of scenario i and
(f(x, yi)−α)+ = max(0, (f(x, yi)−α)). By introducing the auxiliary function
Z(ξ) and we can have the auxiliary variable zi where zi ≥ f(x, yi) − α, zi ≥
0, i = 1, . . . , N . Therefore the minimization of the function Fβ(x, α) can be
reduced to the simplified form:
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min α+ (1− β)−1
N∑
i=1

pizi (10)

s.t.

zi ≥ f(x, yi)− α i = 1, . . . , N

zi ≥ 0 i = 1, . . . , N

α ∈ R
x ∈ Rn

It has been showed in [5,67,92] that such formulation can provide the
numerically stable technique to the problem with a large number of scenarios.

3 Model Statement

This section exhibits the two-stage stochastic model formulation, including
model notations and model constraints.

3.1 Notations

We first introduce the notions that will be applied in the two-stage stochastic
model as follows:

– Set:
– A: The set of assets A = {a1, . . . , an}. Index i, i ∈ A.
– Nr: The set of recourse nodes. One node corresponds to one recourse

portfolio. Index j, j ∈ Nr.
– N j

e : The set of evaluate nodes on recourse node j where j ∈ Nr. Index
e, e ∈ N j

e .
– User-specific parameter:

– µ: The target return specified by the investor.
– β: The Quantile (percentile) for VaR and CVaR.
– M : A very large constant.

– Deterministic input data:
– h: The initial amount of cash to invest.
– w0

i : The initial position of asset ai (in number of units).
– ηb: The fixed buying cost.
– ηs: The fixed selling cost.
– ρb: The variable buying cost.
– ρs: The variable selling cost.
– K: The number of asset held in the portfolio (cardinality).
– wmin: The minimum holding position.
– tmin: The minimum trading size.

– Scenario dependent data:
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– pj : The probability of recourse node j in the second stage.
– p(j,e): The probability of evaluate node e of recourse node j in the

second stage.
– P 0

i : The price of asset ai in the first stage (per unit).

– P ji : The price of asset ai on recourse node j in the second stage (per
unit).

– P
(j,e)
i : The price of asset ai on evaluate node e of recourse node j in

the second stage (per unit).
– V 0: The initial portfolio wealth.
– V j : The final portfolio wealth on recourse node j.
– Rj : The final portfolio return on recourse node j.

– Auxiliary variable:
– zj : Portfolio shortfall in excess of VaR at recourse node j.
– α: The optimal VaR value.

– Decision variable:
– bi: The number of units of asset ai purchased in the first stage.
– si: The number of units of asset ai sold in the first stage.
– wi: The final position of asset ai in the first stage.
– bji : The number of units of asset ai purchased on recourse node j in the

second stage.
– sji : The number of units of asset ai sold on recourse node j in the second

stage.
– wji : The final position of asset ai on recourse node j in the second stage.
– ci: The binary holding decision variable in the first stage. ci = 1 if a

non-zero value of asset i is held after the first stage decision.
– fi: The binary buying decision variable in the first stage. fi = 1 if asset
i is chosen to be bought in the first stage.

– gi: The binary selling decision variable in the first stage. gi = 1 if asset
i is chosen to be sold in the first stage.

– cji : The binary holding decision variable on recourse node j in the second

stage. cji = 1 if a non-zero value of asset i is held after the recourse
decision in scenario j.

– f ji : The binary buying decision variable on recourse node j in the second

stage. f ji = 1 if asset i is chosen to be bought in scenario j.

– gji : The binary selling decision variable on recourse node j in the second

stage. gji = 1 if asset i is chosen to be sold in scenario j.

3.2 Two-stage stochastic portfolio optimization model with recourse

The model we used for this work is the same as our previous work [29]. Inspired
by [100], the original form of the model was proposed in [49]. Although [49] is
formulated as a two stage model, it does not include a possibility that the costs
and values change after the recourse decision is enacted. Hence the recourse
in that model could have no monetary effect, and so would obtain the same
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decisions as a simpler single stage formulation. A contribution of this present
work is to extend the model so that values can change after the recourse,
and nontrivial recourse decisions can improve the portfolio performance. The
proposed model is divided into two stages.
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min

α+ (1− β)−1
∑
j∈Nr

pjzj

 (11)

s.t .

First Stage - Portfolio Selection:

wi = w0
i + bi − si, ∀i ∈ A (12)

h+
∑
i∈A

(siP
0
i )−

∑
i∈A

(ηsgi + siρsP
0
i )

=
∑
i∈A

(biP
0
i ) +

∑
i∈A

(ηbfi + biρbP
0
i ) (13)∑

i∈A
ci = K (14)

wminci ≤ wi ∀i ∈ A (15)

tminfi ≤ bi ∀i ∈ A (16)

tmingi ≤ si ∀i ∈ A (17)

fi + gi ≤ 1 ∀i ∈ A (18)

fiM ≥ bi ∀i ∈ A (19)

giM ≥ si ∀i ∈ A (20)

biM ≥ fi ∀i ∈ A (21)

siM ≥ gi ∀i ∈ A (22)

wi, bi, si ∈ R (23)

ci, fi, gi ∈ B (24)

Second Stage - Recourse:

wji = wi + bji − sji ∀i ∈ A, ∀j ∈ Nr (25)∑
i∈A

(sjiP
j
i )−

∑
i∈A

(ηsg
j
i + sjiρsP

j
i )

=
∑
i∈A

(bjiP
j
i ) +

∑
i∈A

(ηbf
j
i + biρbP

j
i ) ∀j ∈ Nr (26)∑

i∈A
cji = K ∀j ∈ Nr (27)

wminc
j
i ≤ wji ∀i ∈ A, ∀j ∈ Nr (28)

tminf
j
i ≤ bji ∀i ∈ A, ∀j ∈ Nr (29)

tming
j
i ≤ sji ∀i ∈ A, ∀j ∈ Nr (30)

f ji + gji ≤ 1 ∀i ∈ A, ∀j ∈ Nr (31)

f jiM ≥ bji ∀i ∈ A, ∀j ∈ Nr (32)

gjiM ≥ sji ∀i ∈ A, ∀j ∈ Nr (33)

bjiM ≥ f ji ∀i ∈ A, ∀j ∈ Nr (34)

sjiM ≥ gji ∀i ∈ A, ∀j ∈ Nr (35)
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V j =
∑
e∈Nje
i∈A

p(j,e)P
(j,e)
i wji ∀j ∈ Nr (36)

Rj = V j − V 0 ∀j ∈ Nr (37)

zj ≥ −Rj − α ∀j ∈ Nr (38)

zj ≥ 0 ∀j ∈ Nr (39)∑
j∈Nr

pjR
j ≥ µ (40)

wji , b
j
i , s

j
i ∈ R (41)

cji , f
j
i , g

j
i ∈ B (42)

α, zj ∈ R (43)

The objective function (11) calculates the β-percentile CVaR of the port-
folio loss at the end of the second stage, where α is the corresponding optimal
VaR value.

Equation (12) is the first stage asset balance condition and Equation (25)
is the second stage asset balance condition. The idea is straightforward, the
current position of an asset should be equal to its initial holding (in the
first/second stage) plus/minus the corresponding buying/selling amount (in
the first/second stage).

Equations (13) and (26) are the cash balance conditions for the first and
second stage, respectively. The idea is that the cash inflows should equal to
the cash outflows in both stages (i.e. no cash left). In financial practice, trans-
action costs have the significant effects on portfolio selection, and ignoring
them could lead to inefficient portfolios [91]. The effects of transaction cost
on the portfolio constructions have been unveiled [62]. Large transaction costs
might narrow the potential securities involved in the portfolio constructions
and thus result in the portfolio structure adjustment. In the real world sit-
uation, the transaction costs are often formulated via non-convex functions
[66], which make the optimization problem more challenging. In traditional
financial literature, transaction cost is often modeled as a linear function that
is proportional to the trading size [69]. For our work, we adopt a more general
form of transaction cost, which encompasses both a fixed transaction cost and
a linear variable transaction cost to both buying and selling an asset [73]. The
transaction costs can be explicitly written as the follows:

– No holdings of an asset: transaction cost = 0;
– Selling an asset: transaction cost = ηs + ρs ∗ SellingV alue;
– Buying an asset: transaction cost = ηb + ρb ∗BuyingV alue;

Therefore it results in a non-convex function, as the transaction cost decreases
relatively when the trading amount increases [66,74].

Equations (14) and (27) are the cardinality constraints for the first and
second stage, respectively, where K is the desired number of the assets held
within a portfolio.
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Equations (15) and (28) put the restrictions on the minimum holding size
of an asset in order to prevent very small asset positions for the first and
second stages.

Equations (16) and (17) are the minimum trading conditions for the first
stage and equations (29) and (30) are the minimum trading conditions for the
second stage. The idea is to prevent it from trading a very small proportion
of an asset.

Buying and selling the same asset at the same time is not allowed, which is
given in Equation (18) for the first stage and in Equation (31) for the second
stage.

The big-M formulations are used in the model in order to bound the de-
cision variables and the binary decision variables (constraints (19), (20), (21)
and (22) for the first stage and constraints (32), (33), (34) and (35) for the
second stage). The idea is, if the decision variables for buying/selling an as-
set is greater than 0, then the corresponding binary decision variables should
equal to 1; if the decision variables for buying/selling an asset is 0, then the
corresponding binary decision variables should be 0 and vice versa.

Equations (36), (37) calculate the portfolio return on each recourse node by
using a different set of evaluate scenarios in order to have a better reflection of
changing price scenarios in the reality. An early version of this model [49] uses

the same set of scenarios to calculate the portfolio return (i.e. P ji = P
(j,e)
i ),

therefore it does not include a possibility that the costs and values change after
the recourse decision is enacted. Hence the recourse in that model could have
no monetary effect, and so would obtain the same decisions as a simpler single
stage formulation. The current model allows values change after the recourse,
and nontrivial recourse decisions can improve the portfolio performance.

Equations (38), (39) define the excess shortfall zj of the recourse portfolio
where zj = max[0,−Rj − α] for each recourse node.

Equation (40) gives the minimum portfolio target return µ.
The decision variables wi, bi, si, w

j
i , b

j
i , s

j
i specify the exact amount of the u-

nits for an asset to buy or sell. In a real-world situation, these decision variables
should be integers. As they increase the computational difficulty significantly,
we took the same method suggested in [104] to relax these decision variables
to having continuous values.

4 The Proposed PBIL-based Hybrid Approach

This section gives the procedure of PBIL-based hybrid approach, including
hash search, local search process and relevant algorithm details.

Exact methods and metaheuristic approaches are two successful stream-
s for solving combinatorial optimization problems. Over the last few years,
many works have been developed on building hybrids of exact methods and
metaheuristic approaches. In fact, many real-world problems can be practi-
cally solved much better using hybrid strategies since the advantages of both
types of methods are simultaneously exploited. For this work, we integrate
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metaheuristic approaches with exact methods. The idea is, we divide the two-
stage stochastic problem into two parts. The first part is to determine the
asset combination by the PBIL-based hybrid algorithm while the second part
is to calculate the optimal weights of the selected assets by a LP solver cor-
respondingly. Local search, hash search, elitist selection and partially guided
mutation are also adopted in order to enhance the evolution.

4.1 Overview of PBIL

Population Based Incremental Learning (PBIL) was originally introduced by
Baluja [11,10]. It is one of the simplest form of Estimation of Distribution Al-
gorithms (EDAs). It combines genetic algorithms and competitive learning for
optimization problems by evolving the entire population rather than each sin-
gle individual members. The idea is, a probability vector which represents the
distribution of all individual alleles (variables) is updated by learning from the
best and the worst solutions during the evolution. Mutation is also performed
on the probability vector in order to help preserve diversity. Then the new
generation of population is created based on the updated probability vector.
PBIL is closely related to GA, but it is simpler and more efficient since it does
not require all the mechanisms of a standard GA.

4.2 Problem representation

In this work, a PBIL-based hybrid algorithm is utilized to evolve the best
values for discrete variables ci in the stochastic model. The search space is
different for different benchmark datasets (characterized by Q, see Section 5).
The objective is to find the best K items from Q possible assets for a given
target return µ specified by the investor. The details of problem representation
are as follows:

– One probability vector v = (v1, v2, ..., vQ) of size Q represents the possi-
bility of each asset to be chosen in the portfolio.

– One binary vector c = (c1, c2, ..., cQ) of size Q is used to denote if asset is
chosen in the portfolio.

– One vector k = (k1, k2, ..., kK) of size K is used to represent the selected
K assets of the portfolio where ki ∈ {1, 2, . . . , Q} (i = 1, . . . ,K) and ki 6=
kj∀i, j.

– The evaluation of vector k is done by calculating a fitness function F which
is implemented using a standard LP solver. It maps from a list of K integers
(i.e. the selected portfolio with K assets) and a target return µ to a real
number: F (ZK , µ) → R. For a given target return level µ, F calculates
the CVaR value R of a selected portfolio.

– The probability vector is updated by learning from the best and the worst
solutions obtained from the population at the end of each generation.
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– Elitist selection is used in our PBIL-based hybrid algorithm, i.e., we keep
the best solution in each generation.

– The global best solution xgb is recorded such that F (xgb, µ) ≤ F (xi, µ) for
all xi at the given return level µ.

The procedure of the PBIL-based hybrid algorithm used in this work is given
in Algorithm 1, and the parameters are given in Section 6.1.

Algorithm 1: PBIL-based hybrid algorithm for searching the set of as-
sets
1 for i = 1 to Q do
2 vi = 0.5;

3 while stopping criteria are not met;
4 do
5 Generating individuals: Create a population of individuals (see section 4.3);
6 Hash search: Search the infeasible solution hash table

HashInfeasibleSolution and bad solution hash table HashBadSolution in the
archive. If it is very similar to the entries of the hash table, re-generate (see
section 4.4);

7 Evaluation: Evaluate each individual’s fitness by using CPLEX LP solver (see
section 4.5);

8 Local search: Perform the local search for the top 20% individuals (see section
4.6);

9 Archive: Record the current best solution. Add the current worst solution to
HashBadSolution and add all the infeasible solutions to
HashInfeasibleSolution (see section 4.7);

10 Update: Update the probability vector v by learning from the current best and
the current worst solution (see section 4.8);

11 Mutation: Mutate the probability vector v by using partially guided mutation
(see section 4.9);

12 Elitism: Select the best individual from the current generation and insert it
into the next new generation;

4.3 Generating individuals

The probability vector v is used to determine whether asset i is chosen in the
portfolio. Initially vi is set to 0.5 where i = 1, . . . , Q so that every asset can
have an equal chance to be chosen. The binary vector c is created according to
v, if asset i is selected, ti = 1; otherwise ti = 0. Vector k is used to represent
the chosen assets in the portfolio, and it is generated based on the vector c.
The idea is to choose exact K number of assets to form the portfolio in order
to satisfy the cardinality constraint. Suppose there are K ′ assets selected in c.
If K ′ ≥ K, we randomly choose K among K ′ assets and insert them into k.
If K ′ < K, we first insert K ′ assets into k and then randomly choose another
K −K ′ different assets and insert them into k as well.

It might seem that using both vector c and vector k is redundant. The idea
is that vector c is used for learning purpose, as we need to trace the whole
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efficient frontier, and vector k is only used for one point (portfolio) each time.
The details are given in Section 6.3.

4.4 Hash search

By using our two-stage stochastic model, for any given asset combination, it
does not necessarily always lead to a feasible solution. We maintain a hash
table to keep all the infeasible solutions explored. We also have a hash table
to keep all the worst feasible solutions of each generation (see section 4.7).
Each time when a new individual is generated, we check its similarity with
the existing entries in the hash tables (i.e. how many assets are identical in
the new individual compared with the existing entries in the hash tables). If
it is very similar (just one selection different from an infeasible solution, or
just one or two from a bad solution) to the existing entries, we discard it and
re-generate the individual. As pointed out in [43], good solutions tend to have
similar structures. Although there may be many bad solutions and we may not
be able to record all of them, we can still discard the solutions that have the
similar structures with the known bad ones since they tend to have the poor
fitness values as well. There are two advantages of performing the hash search.
Firstly the computational cost of the hash table lookup is amortized O(1)
(O(1) on average, O(n) for the worst case), which is cheaper than calling the
LP solver, therefore it improves the efficiency; secondly it can explore different
areas of the solution space by avoiding unnecessary search, and it may explain
why, in Figure 3, PBIL with the hash search tends to obtain better global
solutions. Details of the hash search are given in Algorithm 2.

Algorithm 2: Hash search
1 for each new individual h generated do
2 for each entry in HashInfeasibleSolution do
3 if h has at least K-1 identical assets compared with the entries in the hash

table then
4 re-generate individual h;
5 break;

6 for each entry in HashBadSolution do
7 if h has at least K-2 identical assets compared with the entries in the hash

table then
8 re-generate individual h;
9 break;

4.5 Evaluation

The fitness of the individual generated is evaluated by solving the correspond-
ing sub-problem using an LP solver in order to get the weight allocation of



Hybrid Combinatorial Approach to Stochastic Portfolio Optimization Model 21

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05

0.06

0.07

0.08

0.09

0.1

0.11

0.12

CVaR

R
et

ur
n

 

 

PBIL without hash search
PBIL with hash search

0 0.05 0.1 0.15 0.2 0.25
0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

0.07

CVaR

R
et

ur
n

 

 

PBIL without hash search
PBIL with hash search

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
0.025

0.03

0.035

0.04

0.045

0.05

0.055

CVaR

R
et

ur
n

 

 

PBIL without hash search
PBIL with hash search

Hang Seng DAX 100 FTSE 100

0 0.05 0.1 0.15 0.2 0.25
0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

CVaR

R
et

ur
n

 

 

PBIL Without Hash search
PBIL With Hash Search

0.008 0.01 0.012 0.014 0.016 0.018 0.02 0.022 0.024 0.026
0.018

0.019

0.02

0.021

0.022

0.023

0.024

CVaR

R
et

ur
n

 

 

PBIL without hash search
PBIL with hash search

S&P 100 Nikkei 225

Fig. 3 Comparative results of PBIL with and without hash search for 5 general market
instances. PBIL with hash search dominates PBIL without hash search, as for each return
level, PBIL with hash search can obtain better (smaller) CVaR value.

the selected assets. We can control the numerical properties of the solutions
to the sub-problems by setting up different Markowitz threshold [1] (which is
used to control the kinds of pivots permitted) and the time allowed for each
fitness calculation. That means we do not need to compute the optimal values
for every individual since the chosen assets may not be global optimal, thus
searching for optimal weights is not necessary. Rather, we only need to calcu-
late the optimal value once for the global best solution after the search of the
hybrid algorithm is finished. This will help to improve the efficiency.

4.6 Local search

After the evaluation is done, the top 20% individuals with the best fitness
value of the population are selected and the local search are applied to them
in order to seek for better solutions and evolve better individuals within a
neighbourhood. Each time we replace one asset with a neighbourhood asset
and then re-evaluate the new portfolio. The neighborhood relation of an asset
is defined as the asset with the closest probability according to the probability
vector v. If a better solution is obtained, the current best solution is updat-
ed. For each asset, the number of neighbours we search is controlled by the
parameter na (i.e. na closest probability successors). The local search applied
here is an incomplete neighbourhood search. It aims to seek for possible im-
provements of the current solution. Figure 4 shows that the local search can
indeed help the algorithm to find better global solutions.
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Fig. 4 Comparative results of PBIL with and without local search for 5 general market
instances. PBIL with local search dominates PBIL without local search, as for each return
level, PBIL with local search can obtain better (smaller) CVaR value.

4.7 Archive

As mentioned in Section 4.4, during the evolution, it is possible to obtain
infeasible solutions. It is important to keep an archive of them. We use a hash
table to record all the infeasible solutions obtained. Similarly, we use a hash
table to keep all bad solutions of every iteration. The purpose of maintaining
the two hash tables is to avoid unnecessary search so that better solutions
can be explored. The main computational cost is on the evaluations of the
solutions during the search, thus pre-selection or filtering based on learning
avoid wasting time on less promising solutions. We also keep a record of the
best solutions obtained at each iteration to ensure that the good solutions
found by the algorithm are not lost (i.e. elitist selection).

4.8 Update

In PBIL, the probability vector v can be considered as a prototype vector
which is used to store the knowledge collected during the evaluation of current
generation in order to guide the following population generations. v is updated
by learning from the current best solution scbesti and the current worst solution
scworsti using a positive learning rate lr and a negative learning rate nelr
correspondingly. Thus, the learning rates are used to control the speed of the
prototype vector shifting to the better solution vector and the portions of
exploration of the search space [11,95]. Details of the probability updated are
given in Algorithm 3.
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Algorithm 3: Probability update
1 for i = 1 to Q do

2 vi = vi × (1− lr) + scbesti × lr;
3 if scbesti 6= scworsti then

4 vi = vi × (1− nelr) + scbesti × nelr;

4.9 Mutation

At the end of each generation, the probability vector v is mutated according to
a certain mutation probability mp. In this work, we use a mutation strategy,
namely partially guided mutation[76]. It gives an equal chance to mutate v
either randomly or based on the global best solution using a mutation rate
mr. The advantage of doing this is that it can exploit the good structures in
the current best solutions as well as giving chance to exploring other regions
of the search space at the same time. Details of the partially guided mutation
are given in Algorithm 4.

Algorithm 4: Mutation (partially guided mutation)

1 for i = 1 to Q do
2 if rand(0, 1] < mp then
3 if rand(0, 1] < 0.5 then
4 r = Rand[0, 1];
5 vi = vi × (1−mr) + r ×mr ;

6 else

7 vi = scbesti ;

5 Datasets And Scenarios

This section generates scenarios based on stock market datasets from OR-
Library, including Hang Seng, DAX 100, FTSE 100, S&P 100, and Nikkei 225.
Detailed stability test have also been attempted.

5.1 Benchmark Datasets

In this work, we use the five benchmark instances which are extended from
the OR-Library [15]. It contains 261 weekly historical price data for each asset
of the following five different capital market indices:

– Hang Seng in Hong Kong, Q = 31.
– DAX 100 in Germany, Q = 85.
– FTSE 100 in UK, Q = 89.
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– S&P 100 in US, Q = 98.
– Nikkei 225 in Japan, Q = 225.

where Q is the number of assets available for each market index. The weekly
historical price data are used to generating the scenarios for the two-stage
stochastic portfolio optimization model.

5.2 Distribution

It is well known that vast of financial literatures often postulate the asset re-
turn follows a normal distribution. However, the fat-tail feature of financial
data distribution has been documented [36]. The asset return distribution will
be noted as the fat-tail distribution when the distribution is leptokurtic. The
leptokurtic distribution will be defined based on the kurtosis of the distri-
bution. For normal distribution, kurtosis is equal to 3 and for those fat-tail
distributions, kurtosis is usually greater than 3 [8]. Tables 1 calculates the
mean value, the standard deviation, the skewness and the kurtosis of the as-
set return for the benchmark market index. It could be observed that asset
returns in all five markets exhibit leptokurtic characteristics. In other words,
the kurtosis of asset return distributions in all five markets are greater than
3, especially for the Nikkei 225 index and the FTSE 100 index. Therefore, it
can be concluded that the empirical asset return distributions are fat-tail dis-
tributions than normal distributions given the market data we have selected.

Table 1 Four moments of the asset return for benchmark market index

Instance
Mean stdev Skewness Kurtosis

Index N

Hang Seng 31 0 0.03 -0.19 3.93
DAX 100 85 0 0.02 -0.24 3.61
FTSE 100 89 0 0.02 0.37 5.15
S&P 100 98 0 0.02 0.11 3.71
Nikkei 225 225 0 0.03 0.28 4.68
Average 0 0.02 0.07 4.22

5.3 Scenario Generation

Since the distribution of the asset return might not be known, a plethora of
studies have applied Gaussian distribution to estimate the real asset return
distribution. This approach might be precarious and is often prone to errors.
Copious of empirical studies in the literature [17,20,25] discover that parame-
ters perturbation may result in huge estimation errors and thereby parameters
estimations request a high level of accuracy. However, the parameters estimat-
ed from real data are often susceptible to estimation errors. As argued in [90],
the portfolio solutions generated by the optimization process massively rely
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on the parameters estimation. The approach to approximate the data param-
eters may put theoretical and numerical results into a suspicious status. Thus,
non-robust parameter inputs might lead to unreliable asset allocation, which,
in turn, yields undesired out-of-sample performance [19,71]. As mentioned in
[99], the uncertain returns of the investment alternatives play important roles
in portfolio selection model. Thus, the representation and incorporation of
the uncertain returns will be crucial during the model establishment. Our ap-
proach, on the other hand, has unbounded the specified form of distribution
and inferred the asset return distribution stemming from real market data.
We have employed the copula-based method [59] that can turn distribution
estimation into scenarios.

The scenarios are generated in order to represent the uncertain asset prices.
The model has two stages. We use the price information on the recourse nodes
to form the initial portfolio and use the price information on the successor
evaluate nodes to perform the portfolio rebalancing actions. In this case, the
full data of 261 weekly historical prices from the OR-Library cannot be used
directly as it would lead to a prohibitively huge multi-stage problem. Instead,
we have the following: we take the week 1 data q11 , . . . , q

Q
1 as the initial price for

the assets. Starting from week 2, we compute the ratio between the price of the
assets of two consecutive weeks ∆t = qit+1/q

i
t where i = 1 . . . Q, t = 1 . . . 260.

Then we can obtain 260 new price data by computing qi1 ∗ ∆t∀i ∈ Q, t =
1, . . . , 260.

We apply the copula scenario generation method [59] using the 260 new
price data as the inputs to generate 400 recourse node scenarios. The evaluate
nodes should be only dependent on their predecessor recourse node. Therefore,
for each recourse node, we use the price scenario on that node and multiply a
random coefficient within (0.9, 1.1) to produce 40 corresponding scenarios for
each of the evaluate nodes. The random coefficients are used to simulate the
fluctuation of asset price in the second stage. It has been showed that market
turmoil is linked with strong correlations between stocks [56]. Based on the
empirical fact, our model is multivariate structured and takes into account
the correlation matrix among stocks by utilizing the copula function. This
correlation matrix consideration allows us to alleviate the market estimation
errors during the highly fluctuated periods. We do not claim they are the
optimal choices. There will be 400 × 40 = 16000 possibilities of scenarios in
total and the evaluate scenarios are different for each different recourse node.
By performing some experiments, we found the computational results were
sensitive to the scenarios generated, especially for the evaluate node scenarios.
Again, we do not claim the scenario generation methods we used are the best
choices. Our primary aim is rather to develop an efficient method that can
solve the two-stage stochastic portfolio optimization problem with a larger
number of scenarios and to test the effectiveness of our hybrid combinatorial
approach.

Since the scenarios are generated from the real market data, the past win-
ners and losers in the market are automatically identified in the scenarios,
which helps our model to reserve the potential of developing momentum-based
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investment strategies. The momentum phenomena in the stock market has
been widely reported in the financial literature [54,27]. Fama and French [38]
also enhance their three-factor model [37] with a momentum factor based on
the previous work of Carhart [21]. The remarkable momentum returns across
23 countries have been demonstrated in their work. More importantly, it has
been showed that the prevalence of momentum phenomena not only exist in
the stock market, but also in other financial markets such as currency markets,
commodity markets, and bond futures markets [84]. Based on the momentum
fact, momentum strategies for the portfolio construction have been developed
[26]. The profitability of momentum strategies has also been verified in the fi-
nance research spectrum [83,46]. Therefore, our model that takes asset future
price into account can effectively identify different potential future winners
under different scenarios. Given the identified potential future winners, pos-
sible momentum strategies can be then formulated with the consideration of
CVaR. The distinguish feature of our model in terms of developing momentum
strategies is that our model does not entirely rest on the past asset performance
information, but also envisages the future asset performance. Therefore, our
model could help investors to develop the momentum strategies with both
future asset price uncertainty and the risk metric of CVaR.

5.4 Stability

One potential drawback of CVaR is that the CVaR will be considerably unsta-
ble when the asset return distribution is fat-tail [106]. The fat-tail distribution
was evident in the financial literatures. For example, the normality of daily
asset returns using the Dow Jones Industrial Stocks was tested in [36]. The
evidence can be found that the sample was generated by a distribution which
is leptokurtic or “fat-tailed” relative to the normal distribution. In real-world
situations, most of the financial return distributions are fat-tail [75,61,65],
and in fact, we have demonstrated that the return distributions for the bench-
mark market index from the OR-library are also fat-tail. Our model’s stability
might be challenged because of the CVaR adoption in the model. Consequent-
ly, the stability of our model’s results has been scrutinized by the virtue of
out-of-sample simulations.

In stochastic programming, scenario generation methods are used to create
a limited discrete distribution from the input data. The statistical properties
of the scenario sets created should match the corresponding values estimated
from the input data, and the scenario generation method should not lay bias
on the results by causing instability of the solutions. Usually, the stability tests
are performed [60,58] and there are two types of stability.

– In-sample stability: The scenario generation method is assessed in terms of
its ability to match the benchmark distribution. We generate several sce-
nario sets of a given size using the same input data. The idea is, no matter
which scenario set we choose, the optimal objective value of the model
should be approximately the same. The objective values should not vary
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across scenario sets. For this work, we use copula-based scenario generation
method to generate 25 different scenario trees with the size 400 using the
same input data. Then we use CPLEX to compute the optimal objective
value of a same target return level for each scenario tree and compare the
results. Ideally these results should be equal.

– Out-of-sample stability: The scenario generation method is assessed in
terms of its ability to provide the stable results with respect to the bench-
mark distribution. We generate several scenario sets of a given size using the
same input data and solve the model with each scenario set. The idea is, if
we simulate the solutions obtained for each scenario set on the benchmark
distribution, the value of the true objective function should be approxi-
mately the same. Again, we use copula-based scenario generation method
to generate 25 different scenario trees with the size 400 using the same
input data and then use CPLEX to solve the model with a same target
return level for each scenario tree. After that we simulate the solutions ob-
tained for each scenario tree on the benchmark distribution to compute the
true objective function. It is important that the benchmark distribution is
not generated by the same method we are using and in our case, we use
the input data directly as our benchmark distribution. Finally we compare
the results. Ideally these results should be equal, and they should be also
equal to the in-sample values (approximately).

For this work, the copula-based scenario generation method is only used to
create the scenario sets for the recourse nodes. The scenarios for the evaluate
nodes are dependent on their predecessor nodes and the random coefficients
are also involved. Therefore, we only examine the stability tests on the single-
stage model (i.e. without rebalancing actions). The purpose of performing the
stability tests here is to show the copula-based scenario generation method
will not influence the results and it is a suitable scenario generation method
for this work.

The results are shown in Figure 5. Tables 2 and 3 calculate the mean
value, the median value and the standard deviation of the in-sample and out-
of sample results, respectively. The simulation results have demonstrated that
our model’s performance is fairly stable since the results from in-sample and
out-of-sample simulations have little fluctuation. Thus, we can conclude that
the scenario generation method we use is effective, in the sense that it will not
cause instability in the solutions of the model.

Table 2 In-sample stability test results for 5 general market instances using 400 scenarios

Instance
Mean(%) Median(%) stdev(%)

Index Q Nr

Hang Seng 31 400 25.8579 25.8947 0.2408
DAX 100 85 400 16.3507 16.4025 0.4873
FTSE 100 89 400 11.9221 11.9367 0.1805
S&P 100 98 400 16.2933 16.3385 0.2646
Nikkei 225 225 400 2.7621 2.7564 0.0321
Average 0.2411
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Fig. 5 Stability test results for 5 general market instances of the one-stage model using 400
scenarios. The in-sample points are very close to the out-of-sample points, indicating that
both in-sample and out-of-sample simulations have little fluctuation.

Table 3 Out-of-sample stability test results for 5 general market instances using 400 sce-
narios

Instance
Mean(%) Median(%) stdev(%)

Index Q Nr

Hang Seng 31 400 26.7367 26.6460 0.5159
DAX 100 85 400 17.8633 17.8262 0.3993
FTSE 100 89 400 12.5446 12.5495 0.3330
S&P 100 98 400 18.0863 18.1676 0.2857
Nikkei 225 225 400 2.5850 2.5751 0.0610
Average 0.3190

6 Experimental Results

This section exhibits experiment results of the portfolio compositions based on
our model. Both model parameters and algorithmic parameters have been tak-
en into account. Our model results has been compared with other 3 algorithms
for the performance evaluation.

6.1 Parameter settings

The parameter settings used in this work are shown as follows:
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6.1.1 Model parameters

For each given target expected return µ, we set the critical percentile level
of CVaR β = 95%, fixed buying cost ηb = 0.5, variable buying cost ρb =
0.5%, fixed selling cost ηs = 0.5, variable selling cost ρs = 0.5%, cardinality
K = 10, minimum holding position wmin = 1% and minimum trading size
tmin = 0.1%. The initial portfolio only involves cash, and we set the initial cash
h = 100000. For the model demonstration purpose, we assume the probability
of each scenario is equal, and therefore pj = 1/400 = 0.0025, and p(j,e) =
1/40 = 0.025. However, the probability of each scenario can be set differently
based on investors’ future expectations of future asset prices. Thus, our model
is capable of designing investment strategies customized by investors’ future
expectations.

6.1.2 Algorithmic parameters

We set population size Po = 200, number of generations Ge = 50, mutation
ratemr = 0.05, mutation probability mp = 0.05 and number of neighbourhood
assets na = 15.

The learning rate has a big effect on our hybrid algorithm. The algorithm
will focus on searching using the information gained about the search space by
using a larger learning rate, which is called exploitation. On the other hand,
the algorithm will jump to other areas in the search space by using a lower
learning rate, which is called exploration. In order to choose suitable learning
rates, we test four different sets of learning rates and run a simple ranking
test (if one set of learning rates obtains the best (minimum) CVaR value, we
rank it as 1; if one set of learning rates obtains the second-best CVaR value,
we rank it as 2 and so on). The results are shown in Table 4.

Table 4 Average ranks (aveRk) of the hybrid combinatorial algorithm with different sets
of learning rates for 5 general market instances using 16000 possibilities of scenarios

Instance
lr= 0.001 0.01 0.1 1

Index Q |Nr| |Nje | nelr= 0.00075 0.0075 0.075 0.75

Hang Seng 31 400 40 aveRk 1.1429 1.1429 1.0000 1.0000
DAX 100 85 400 40 aveRk 1.4545 1.3636 1.1818 1.3636
FTSE 100 89 400 40 aveRk 1.6000 1.5000 1.4000 2.1000
S&P 100 98 400 40 aveRk 1.9286 1.2143 1.9286 2.1429
Nikkei 225 225 400 40 aveRk 2.0000 2.2500 2.7500 3.0000
Average aveRk 1.6252 1.4942 1.6521 1.9213

There is always a trade-off between exploration and exploitation. In our
context, exploration refers to the ability of our hybrid algorithm to fully search
the entire market instance, while exploitation refers to the ability of our hybrid
algorithm to use the knowledge learned about the assets to narrow down the
future search. The lower the learning rates are set, the wider the areas of the
instance will be searched. Likewise, the higher the learning rates are set, the
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more the refinement of the current solutions will be obtained. For this work,
the search space of each market instance is different from each other. We can
see from Table 4 that, the larger learning rates lead to better performance
for the smaller instances. lr = 1, nelr = 0.75 and lr = 0.1, nelr = 0.075
have the best average rank for Hang Seng index (with Q = 31), and lr = 0.1,
nelr = 0.075 has the best average rank for DAX 100 index (with Q = 85)
and FTSE 100 index (with Q = 89). As the size of the instance increases,
the smaller learning rates tend to perform better. lr = 0.01, nelr = 0.0075
has the best average rank for S&P 100 index (with Q = 89), and lr = 0.001,
nelr = 0.00075 has the best average rank for Nikkei 225 index (with Q = 225).

One strategy of our hybrid algorithm is, the information gained from the
previous return levels can be carried to the next following return levels. There-
fore, we can set the lower learning rates in the first half of the return levels
to have a better exploration and set the lower learning rates in the second
half of the return levels in order to have a better exploitation. For Hang Seng,
DAX 100 and FTSE 100 instances, we set the positive learning rate lr = 0.1,
the negative learning rate nelr = 0.075 for the first 10 return levels and then
change to lr = 1, nelr = 0.75 for the last 10 return levels. For S&P 100 and
Nikkei 225 instances, we set the positive learning rate lr = 0.001, the negative
learning rate nelr = 0.00075 for the first 10 return levels and then change to
lr = 0.01, nelr = 0.0075 for the last 10 return levels.

Please note that as our main purpose is to test the effectiveness of our
hybrid combinatorial approach, we do not claim these parameter settings are
the optimal choices. Our primary aim is rather to develop an efficient method
that can solve the two-stage stochastic portfolio optimization problem with a
larger number of scenarios.

6.2 Comparison of computational results for the 5 general benchmark
instances

The main idea of our combinatorial approach is the decomposition of the
two-stage stochastic model into two parts. The first part is to search for the
selection of assets, and the second part is to determine the corresponding
weights of the selected assets. The first part is solved by using PBIL-based
hybrid algorithm, and the second part can be solved by a standard LP solver.

Considering the time limitation, we choose 20 equally spaced return levels
and for each return level, we run our hybrid algorithm to obtain a portfolio.
The set of the portfolios obtained can form a frontier which represents the
trade-offs between the expected return and the CVaR value which is a risk
indicator.

In order to test the effectiveness of our proposed hybrid algorithm, we
compare our results with three 3 different approaches. These 3 approaches
use GA mutation only, PSO and random search for the first part respectively,
while the second part is solved by the same LP solver. All these 3 approaches
also maintain an archive (see section 4.7) and perform the hash search at each
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iteration (see section 4.4) in order to avoid unnecessary search, and to explore
wider solution space. The comparative results can be found in Figure 6.

We run each of different algorithms 10 times and take the simple ranking
test. The final average ranks of the 4 different algorithms for 20 return levels
are shown in Table 5.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0.05

0.06

0.07

0.08

0.09

0.1

0.11

0.12

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

0.284 0.286 0.288 0.29 0.292 0.294 0.296

0.1075

0.108

0.1085

0.109

0.1095

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

0 0.05 0.1 0.15 0.2
0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

0.07

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

Hang Seng Hang Seng (zoom-in) DAX 100

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
0.025

0.03

0.035

0.04

0.045

0.05

0.055

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

0 0.05 0.1 0.15 0.2 0.25
0.025

0.03

0.035

0.04

0.045

0.05

0.055

0.06

0.065

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

0.005 0.01 0.015 0.02 0.025 0.03 0.035
0.018

0.019

0.02

0.021

0.022

0.023

0.024

CVaR

R
et

ur
n

 

 

Random Search
GA Mutation Only
PSO
Hybrid Algorithm

S&P 100 Nikkei 225 FTSE 100

Fig. 6 Comparative results of the hybrid algorithm with 3 other different approaches for
5 general market instances using 16000 possibilities of scenarios. The proposed hybrid al-
gorithm dominates other 3 approaches, as for each return level, our hybrid algorithm can
obtain better (smaller) CVaR value.

Table 5 Average ranks (aveRk) of the 4 different algorithms for 5 general market instances
using 16000 possibilities of scenarios

Instance
Hybrid GA PSO Random

Index Q |Nr| |Nje | -Algorithm -Mutation -Search

Hang Seng 31 400 40 aveRk 1.0000 1.8571 3.1429 3.7857
DAX 100 85 400 40 aveRk 1.0000 1.9091 3.0000 4.0000
FTSE 100 89 400 40 aveRk 1.0000 2.0000 3.0000 4.0000
S&P 100 98 400 40 aveRk 1.0000 2.0000 3.0000 4.0000
Nikkei 225 225 400 40 aveRk 1.0000 2.0000 3.0000 4.0000
Average aveRk 1.0000 1.9532 3.0286 3.9571

From Figure 6 and Table 5 we can see that our hybrid combinatorial algo-
rithm outperforms all the other 3 algorithms on all 5 instances.
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6.3 Portfolio composition

As we mentioned previously, good solutions tend to have similar structures.
In fact, for this two-stage stochastic model, good solutions for two consecutive
return levels also share some similarities. For each market instance, we run
our hybrid algorithm for 10 equally spaced return levels to obtain the assets
selections. The results are shown in Figure 7. We calculate the average sim-
ilarities for two consecutive return levels and the results are shown in Table
6. We can see that for two consecutive return levels, there are approximately
6.53 out of 10 identical asset choices on average.

Hang Seng DAX 100 FTSE 100

S&P 100 Nikkei 225

Fig. 7 Portfolio composition results of our hybrid algorithm for 5 general market instances
using 16000 possibilities of scenarios. Each column represents the assets selection of the best
portfolio obtained for one specified return level. One portfolio is composed of 10 different
assets represented by 10 different color sectors. The same asset is represented by the same
color sector in each market instance.

Table 6 Average similarities for two consecutive return levels of 5 general market instances
using 16000 possibilities of scenarios

Instance
Average similarities

Index Q |Nr| |Nje |

Hang Seng 31 400 40 6.78
DAX 100 85 400 40 6.11
FTSE 100 89 400 40 6.78
S&P 100 98 400 40 6.11
Nikkei 225 225 400 40 6.89
Average 6.53

This observation can be used to guide our search. The idea is, we keep
the best solution of one return level and use it as the starting search point
of the next return level. This mechanism can be adopted in all 4 algorithms
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mentioned in Section 6.2. Another important component in our hybrid algo-
rithm, the probability vector, also contains useful information. Derived from
the ideas used in competitive learning, the whole population is defined as the
probability vector representation. Therefore the good asset tends to have a
high probability to be selected. The knowledge learned in one return level can
be transferred to the next return level. The probability vector is adjusted ac-
cordingly in each generation and in each return level and is gradually shifted
towards representing better solutions.

6.4 Performance

All the algorithms for the two-stage stochastic portfolio optimization model
mentioned in section 6.2 were implemented in C# with concert technology
in CPLEX on top of CPLEX 12.4 solver. All the tests were run on the same
Intel(R) Core(TM) i7-4600M 2.90GHz processor with 16.00 GB RAM PC and
Windows 7 operating system. For a given return level of each different market
instance, the computational time is given in table 7.

Table 7 Computational time of the 4 different algorithms for 5 general market instances
using 16000 possibilities of scenarios

Instance
Hybrid GA PSO Random

Index Q |Nr| |Nje | -Algorithm -Mutation -Search

Hang Seng 31 400 40 min 17 15 15 11
DAX 100 85 400 40 min 31 30 30 23
FTSE 100 89 400 40 min 32 30 31 23
S&P 100 98 400 40 min 35 34 34 24
Nikkei 225 225 400 40 min 56 54 54 45
Average min 34.2 32.6 32.8 25.2

In order to conduct fair comparisons between the algorithms, all the tests
were run under the same condition (i.e. the same number of generations). The
performance of 4 algorithms are shown in Figure 8. As we can see that our
hybrid algorithm converges within less than 50 generations for all 5 market
instances while the other 3 algorithms fail to converge within 100 generations.
In fact, our hybrid algorithm can achieve better results with less computational
time compared to the other 3 algorithms. The hybrid algorithm is based on
PBIL which has an important component, the probability vector. It enables
learning during the whole execution in the sense that the knowledge from the
previous return levels can be inherited to problems with the similar return
levels.

A concern is that, the local search adopted in our hybrid algorithm can
be also adopted in GA with mutation only and PSO. The idea is that, the
probability vector in our hybrid algorithm can provide a more meaningful
neighbourhood structure, therefore the local search are much more effective
compared to using a random neighbourhood structure (i.e. replacing an asset
with a random one).
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Fig. 8 The performance of 4 different algorithms for 5 general market instances using 16000
possibilities of scenarios. The proposed hybrid algorithm has the fastest convergence speed
compared with the other 3 approaches.

7 Conclusion And Further Work

In this work, we investigate a two-stage stochastic portfolio optimization mod-
el which minimizes the Conditional Value at Risk (CVaR) of the portfolio loss
with a comprehensive set of real world trading constraints. Due to its difficul-
ty, the problem has not been much explored in the literature. The two-stage
stochastic model can capture the market uncertainty in terms of future asset
prices therefore it enables the investors rebalancing the assets. Practically, our
model can help investors for portfolio investment in a twofold fashion. First-
ly, our optimization model takes a set of real world constraints into account,
adopting a more reliable risk measure, CVaR, which makes our model more
reliable. Secondly, our model incorporates future asset price uncertainty based
on different scenarios. Consequently, our scenario-based model is more appli-
cable to investors since they can design their future investment strategies in
accordance with their future asset price expectations, which can be embodied
in the model scenarios with customized probabilities. More importantly, our
future asset price scenarios are produced from the real market data distri-
butions. In fact, the copula-based scenario generation method can deal with
any possible distributions, which strongly reinforces the applicability of our
model since it allows us to capture the unique features of data distribution-
s. Therefore, our model can be easily extended to develop momentum-based
investment strategies in the future work.

A key contribution of this paper is that it develops an effective hybrid com-
binatorial approach for the two-stage stochastic portfolio optimization model.
The proposed solution approach integrates a hybrid algorithm and an LP
solver in the sense that hybrid algorithm can search for the assets selection
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heuristically while the LP solver can solve the corresponding reduced sub-
problems optimally. The hybrid algorithm for assets searching is based on
PBIL while local search and hash search are adopted in order to solve the
two-stage stochastic model with a larger number of scenarios effectively and
efficiently. Elitist selection and partially guided mutation are also adopted in
order to enhance the evolution.

Comparison results against 3 other algorithms are given for 5 general mar-
ket instances and our hybrid combinatorial approach outperforms the 3 al-
gorithms on all instances. We also investigate the structure of the solutions
obtained and we demonstrate that the knowledge learned in one return lev-
el can be inherited to the next following return levels. This can enhance the
search process and makes the whole execution more efficient. The effects of
different learning rates are also examined in order to choose for the better set-
tings for the hybrid algorithm. The proposed solution approach in this paper
may have potential to be applied to other hard problems in a wide spectrum
of OR applications where cardinality is a major concern.
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programming approach as a mixture of branch-and-fix coordination and benders de-
composition schemes. Annals of Operations Research, 152(1):395–420, 2007.

36. Eugene F. Fama. The behavior of stock-market prices. The Journal of Business,
38(1):34–105, 1965.

37. Eugene F. Fama and Kenneth R. French. Common risk factors in the returns on stocks
and bonds. Journal of Financial Economics, 33(1):3 – 56, 1993.

38. Eugene F. Fama and Kenneth R. French. Size, value, and momentum in international
stock returns. Journal of Financial Economics, 105(3):457 – 472, 2012.

39. Stein-Erik Fleten, Kjetil Høyland, and Stein W Wallace. The performance of stochastic
dynamic and fixed mix portfolio models. European Journal of Operational Research,
140(1):37 – 49, 2002.

40. Alexei A. Gaivoronski, Sergiy Krylov, and Nico van der Wijst. Optimal portfolio
selection and dynamic benchmark tracking. European Journal of Operational Research,
163(1):115 – 131, 2005. Financial Modelling and Risk Management.

41. Jianjun Gao and Duan Li. Optimal cardinality constrained portfolio selection. Oper-
ations Research, 61(3):745–761, 2013.

42. Paul Glasserman and Xingbo Xu. Robust portfolio control with stochastic factor
dynamics. Operations Research, 61(4):874–893, 2013.

43. Fred Glover and Manuel Laguna. Tabu Search. Kluwer Academic Publishers, Norwell,
MA, USA, 1997.

44. Bennett Golub, Martin Holmer, Raymond McKendall, Lawrence Pohlman, and S-
tavros A. Zenios. A stochastic programming model for money management. European
Journal of Operational Research, 85(2):282 – 296, 1995.

45. Salvatore Greco, Benedetto Matarazzo, and Roman S lowiński. Beyond markowitz with
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