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Abstract 
The key ingredient for making better electronic devices is using materials with 

highly corresponding functional properties. The discovery of long-range magnetic 

order in two-dimensional (2D) van der Waals (vdW) materials paves a new avenue 

for spintronics research since these 2D magnets combines miniaturization (several 

angstrom), gate tunability, flexibility, high interface quality etc, and these advantages 

can be further inherited by electronics devices harnessing 2D magnets. However, 

there are some crucial problems still unsolved, which largely impedes practical 

applications of 2D magnets. For examples, most 2D magnets lack large perpendicular 

magnetic anisotropy (PMA) and high critical temperature. And inversion symmetry 

in 2D magnets could prohibits the emergence of topological magnetism. In this thesis, 

the first-principles calculations, tight-binding model and atomic spin model 

simulations are conducted to investigate the basic magnetic parameters, non-trivial 

transport phenomena of electrons and topological spin configurations in 2D magnets 

and their corresponding heterostructures (HSs), where spin-orbit coupling (SOC) 

plays crucial roles. The tight-binding model can give an accurate description of low-

energy bands, thus helping us configure out crucial physical terms in materials; and 

the atomic spin model simulations can describe spin interaction in atomic level, thus 

helping us elucidate the spin configurations in 2D materials. 

We first show that the PMA of NiI2 monolayer increases significantly when vdW 

interlayer distance of graphene/NiI2 (Gr/NiI2) HS decreases. This enhancement arises 

from the electronic states change of 5p orbitals of interfacial iodine. At the same time, 

the quantum anomalous Hall effect (QAHE) is realized in graphene layer. We second 

show that VSi2N4 is a ferromagnetic semiconductor harboring valley-contrasting 

physics. By tuning magnetization orientation from in-plane to out-of-plane, the valley 

polarization can be generated, resulting in the anomalous valley Hall effect (AVHE) 

in VSi2N4. We establish the mathematical relationship between valley splitting and 

magnetization orientation based on the model analysis. Moreover, via constructing 

Janus structures to break inversion symmetry, we achieve significant isotropic 
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Dzyaloshinskii–Moriya interaction (DMI) and topological spin textures with ultra-

small size in 2D magnets including CrXTe (X = S, Se), MnBi2Se2Te2 (MBST) and 

MBST/In2Se3 HS. Importantly, we demonstrate that strain and ferroelectric 

polarization are powerful tools for manipulating topological spin textures. The 

observed topological spin textures in 2D magnets have ultra-small size, high 

tunability and various morphology, which is hopefully considered as the ideal 

information carrier in electronic devices. We also find that critical temperature of 

strained CrXTe monolayer is even above the room temperature. This is a key factor 

required in realistic devices. Finally, we propose and demonstrate that a novel family 

of 2D magnets with 𝑃𝑃4�𝑚𝑚2  crystal symmetry hold anisotropic DMI. This crystal 

symmetry-protected anisotropic DMI leads to various intriguing topological 

magnetism, including ferromagnetic chiral domain wall/antiskyrmion and 

antiferromagnetic chiral domain wall/antiskyrmion/vortex-antivortex pair in this 

family. These findings highlight potential applications of 2D magnets on the next-

generation spintronic devices with high storage density, high speed and low energy 

consumption.  
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Chapter 1 General Overview 

1.1 Background 

1.1.1 Spintronics 

Spin is the intrinsic angular momentum of elementary particles, and in the case 

of electron, the spin quantum number equals + 1
2
 or −1

2
, which corresponds for spin-

up and spin-down states. In 1988, the groups of A. Fert and P. Grünberg observe the 

significant variation of resistance in magnetic multilayers when the spin orientations 

of adjacent ferromagnetic (FM) layers separated by non-magnetic conductive layers 

are aligned by external magnetic field [1, 2]. This phenomenon is called as the giant 

magnetoresistance (GMR) effect, which opens a novel avenue for investigating 

magnetic properties of materials by spin-dependent transport and generates a novel 

research field named as spintronics. Following the GMR, tunneling 

magnetoresistance (TMR) is developed, where the spacer between adjacent FM 

layers is chosen to be insulator. The magnetoresistance is manipulated by tilting the 

spin orientation of FM layer in magnetic tunneling junction (MTJ). One mile stone 

in TMR development is the discovery of huge TMR ratio, which could reach to 600% 

at room temperature, in Fe/MgO/Fe based MTJ [3-8]. It is believed that significant 

TMR in MgO-based systems arises from the unique band structures which has spin-

filtering effect [9, 10]. Initially, GMR and TMR have been used as sensing elements 

in the read heads of hard disk drives, which dramatically enhance the storage density. 

TMR then is applied in the magnetic random-access memory (MARM), where the 

MTJ is chosen as storage elements [11]. This TMR-based MARM is using magnetic 

field generated by “word” and “bit” lines to write information, which has high energy 

consumption. For overcoming this problem, spin-transfer torque (STT) is introduced 

into MARM. Instead of applying an external field, STT refers to manipulating 

magnetic moment by using the spin-polarized current to transfer spin angular 

momentum [12, 13]. Compared with charge-based memories such as static random-
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access memory (SRAM) and dynamic random-access memory (DRAM), STT-

MARM is a non-volatile memory and has much lower energy consumption. For 

guaranteeing the high stability and thin thickness of STT-MARM, it is normally 

required that the reference layer processes strong PMA and small intrinsic size. 

A few years later than the first-demonstration of STT-MARM in 2000, the SOC 

effect, a relativistic interaction where the intrinsic spin moment of electron is coupled 

with atomic orbital moment, has been shown possibility to create spin-polarized 

current or pure spin current in non-magnetic materials, which avoids demagnetization 

effect in FM materials [14]. Notably, SOC effect gives rise to many non-trivial effects 

with potential for information processing and handling, and applications of SOC on 

spintronics lead to the spin-orbitronics [15, 16]. One interesting topic in this field is 

spin Hall effect (SHE). In SHE, a transverse pure spin current can be generated by an 

electrical current passing through a material. There is an accumulation of spins with 

opposite signs on the lateral boundaries of the sample, which is first time observed in 

GaAs by magneto-optical Kerr microscope in 2004 [17]. In inversion spin Hall effect 

(ISHE), a pure electrical current is generated when a pure spin current passes through 

materials. The SHE and ISHE are characterized by the spin Hall angle 𝜃𝜃 which is 

defined as the ratio of spin current density and charge current density. The larger 

magnitude of 𝜃𝜃  indicates the higher efficiency of spin-charge conversion. Strong 

SHE effects are achieved in compounds containing heavy elements with strong SOC, 

and the most used systems in spintronics are heavy metals such as paramagnetic Ta, 

Pt and W [18-22]. In these pure metals, the SHE dominantly arises from intrinsic 

mechanism where spin-orbit-coupled electronic band structures (momentum-space 

Berry phase) plays deterministic roles [23]. 

After 2005, the quantum spin Hall effect (QSHE) arises extensive interests. 

Kane and Mele first illustrate that symmetry allowed spin orbit potential could 

converts graphene from a 2D semimetal to QSH insulator when Fermi level 

coordinates in energy gap [24]. The electrons with opposite spin signs only transport 

along the boundaries of sample with opposite directions. However, the intrinsic SOC 

https://en.wikipedia.org/wiki/Special_relativity
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strength of graphene is very ting (~𝜇𝜇eV), which largely impedes the experimental 

observation of QSHE in graphene. In 2006, Bernevig et al show that the general 

mechanism for QSHE is band inversion [25]. They propose that in CdTe-HgTe-CdTe 

quantum well, strong SOC-induced s-p band inversion in HgTe gives rise the 

quantized spin Hall conductance when thickness of HgTe is over the critical thickness. 

In 2007, the experimental group form Germany demonstrates this proposal. König et 

al find that when the thickness of HgTe is over 6.3 nm and temperature is lower than 

10K, the nominally insulating regime of CdTe-HgTe-CdTe quantum well shows a 

plateau of residual conductance close to 2𝑒𝑒2/ℎ [26]. These discoveries also lead to 

an important concept in condensed matter physics, topological insulator (TI), which 

has the insulating bulk state but conducting and quantized edge state [27]. The 

concept of TI can be generalized to three dimensions, which is a bulk insulator with 

metallic surface state protected by the time reversal symmetry (TRS). The 

thermoelectric materials Bi1−xSbx alloys and Bi2Se3, Bi2Te3 and Sb2Te3 family 

compounds, that all process strong SOC, are theoretically proposed and 

experimentally confirmed to be 3D TIs [28]. Moreover, by introducing long-range 

magnetic order to break TRS, the QSH system could be further converted to quantum 

anomalous Hall (QAH) system, where dissipation-less and single spin-polarized edge 

states are realized without the external magnetic field. This phenomenon is 

theoretically investigated and first experimentally demonstrated in thin films of Cr-

doped (Bi,Sb)2Te3 [29, 30]. For edge/surface states of quantum Hall systems, the 

electrons move with the extremely low energy consumption and electrical resistance 

since there is no back scattering from impurities, which makes TIs hold great potential 

for spintronic applications [31-33].  

We now focus on another interesting topic in spin-orbitronics, Dzyaloshinskii–

Moriya interaction (DMI), which is recognized as a crucial parameter in the 

generation, stabilization and manipulation of magnetic skyrmions and chiral domain 

walls in the system lacking of inversion symmetry. Skyrmions are ideal information 

carriers for next-generation memory or logic technologies, such as racetrack memory, 
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reconfigurable logic gates, artificial neuron devices, and quantum bit for quantum 

computing with ultra-high density and low-energy consumption, thanks to their stable 

configuration with unique helicity, tunable nano-scale size, and low drive current 

density [34-39]. The study of DMI originates from the investigation of weak 

ferromagnetism in some antiferromagnetic (AFM) materials in the 1960s. It is noted 

that some AFM materials, such as α-Fe2O3 and carbonates MnCO3 and CoCO3, 

exhibit spontaneous magnetization behavior [40, 41]. However, their spontaneous 

magnetic moments are much smaller compared with the magnetic atoms. Some 

explanations suggest that the system magnetism is extrinsic which is caused by 

impurities or AFM domains, but theoretical analysis showed that both of them are not 

conducive to reducing the system’s free energy. In 1958, Dzyaloshinskii first give the 

correct theoretical explanation for this phenomenon [42, 43]. He proposes that the 

key reason for the existence of weak ferromagnetism in these AFM crystals is that 

they have the following antisymmetric terms in free energy expressions: 𝐸𝐸𝐷𝐷𝐷𝐷 = 𝑫𝑫𝑖𝑖𝑖𝑖 ∙

(𝑺𝑺𝑖𝑖 × 𝑺𝑺𝑗𝑗). Here, 𝑫𝑫𝑖𝑖𝑖𝑖 is the interaction vector and 𝐒𝐒𝑖𝑖(𝐒𝐒𝑗𝑗) is the spin vector at position 

i (j). This item is later called as DMI. According to the above formula, one can find 

that DMI tends to align the adjacent spins perpendicular to each other unlike the 

Heisenberg exchange interactions (𝐸𝐸𝑒𝑒𝑒𝑒 = −𝐽𝐽𝐒𝐒𝑖𝑖 ∙ 𝐒𝐒𝑗𝑗) that make the spins parallel or 

anti-parallel. The competition between these two interactions eventually causes the 

magnetic moments of AFM materials such as α-Fe2O3 generating a small inclination 

angle from the collinear alignment direction, thereby inducing the weak 

ferromagnetism in these AFM materials. In 1960, by extending the theory of 

Anderson super-exchange interaction, Moriya proves that DMI is generated by the 

cooperation between the inter-spin superexchange and the SOC in the magnetic 

insulator without inversion symmetry [44, 45]. Moreover, Moriya gives specific 

relationships between crystal symmetry and DM vectors. In 1980, Fert and Levy 

propose that DMI between Mn atoms in CuMn spin-glass alloy could arise from the 

spin-orbit scattering of conduction electrons by non-magnetic impurities [46]. By 

first-principles calculations and experiments, the Fert-Levy DMI is further confirmed 
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at the FM metal/heavy metal interface, where large DMI is dominantly contributed 

by strong SOC of heavy metal, such as Pt and Ir [47]. In 2018, Yang et al further 

theoretically propose and experimentally demonstrate that Rashba-type DMI are 

achieved in Co/Graphene heterostructure, hence avoiding the applications of heavy 

metal and paving the way for two-dimensional-materials based spin-orbitronics [48].  

1.1.2 Two-dimensional vdW Materials 

The tremendous studies on 2D crystals starts from the initial discovery of 

graphene. In 2004, A. Geim and K. Novoselov extract graphene from the bulk 

graphite using scotch technique [49]. The graphene processes many appealing 

physical and chemical properties. For example, graphene has record thermal 

conductivity, flexibility and gas impermeability [50-54], and the charge carriers in 

graphene has extremely high intrinsic mobility and zero effective mass [55, 56]. 

Importantly, the electrons can be described by Dirac-like equations, and there are 

emerging two decoupled Dirac cones at 𝐾𝐾  and 𝐾𝐾′  Brillouin zone, hence making 

graphene a platform for theoretical investigation and experimental observation of 

various quantum relativistic phenomena. For example, in 2005, Zhang et al first 

realize the half-integer quantum Hall effect in graphene [57], and Kane and mele 

propose that QSHE can be achieved [24]; in 2010, Qiao et al further show that by 

introducing Rashba SOC and exchange filed, QAHE can be realized in graphene [58]. 

However, the graphene is not the best 2D materials for every application, for example, 

the zero bandgap of graphene renders it useless in semiconductor. 

The transition metal dichalcogenides (TMDCs) is a large family of layered 

materials with the formula MX2. Chalcogen atom X includes S, Se and Te, and 

transition metal M contains almost all metal elements ranging from IVB to VIII. By 

combining different elements to construct TMDC, various electronic states, including 

metal, semiconductor and insulator, all can be achieved, and by tunning the number 

of stacked TMDC semiconductor layers, the size of bandgap can be significantly 

manipulated which is accompanied with transition from direct to indirect bandgap 
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[59-63]. Moreover, TMDC semiconductors process intrinsic miniaturization, 

relatively high carrier mobility and air stability, which makes field-effect transistors 

process sub-10-nm gate length and meanwhile maintain small subthreshold swing 

and low leakage current [64]. One interesting topic of TMDC semiconductors is 

valleytronics. The Valley that means the local maximum of valence bands or 

minimum of conduction bands is another freedom of electrons besides spin and 

charge. The attempts of using valley freedom to encode, transform and handle 

information, which is similar to electronic or spintronic applications, leads to the 

concept valleytronics [65-70]. In 2007, Xiao et al first illustrate that valley-dependent 

Berry phase can result in electrons from different valley achieve opposite velocity 

transverse to in-plane electric field, which is called as valley Hall effect [65]. 

Contrary to graphene, MoS2 and other group-VI dichalcogenides with explicit 

inversion symmetry and strong SOC arising from d orbitals provide a better platform 

for investigating coupled spin and valley physics. In 2012, Xiao et al propose that in 

this system, valley and spin Hall effect can be achieved, and the carriers from 

different valley can be selectively excited by optical field with opposite circular 

polarization [67]. These phenomena are further confirmed by Mak et al and Zeng et 

al in experiments [71-73]. 

In 1966, via applying Bogoliubov’s inequality, Mermin and Wanger demonstrate 

that long-range FM order can’t survive in isotropic 2D systems due to thermal 

fluctuation [74]. The exciting breakthrough happens in 2017 that Zhang et al and Xu 

et al experimentally observe the long-range ferromagnetism exists in CrI3 monolayer 

and CrGeTe3 bilayer respectively [75, 76]. They probe the long-range magnetism 

using magneto-optic Kerr microscopy and determine the Curie temperature 𝑇𝑇𝑐𝑐 of CrI3 

monolayer and CrGeTe3 bilayers reaching to 45 and 30K respectively. It is believed 

that magnetic anisotropy results in gapped magnon dispersions which allows the 

existence of long-range FM order at finite temperature. After that, more and more 2D 

magnets with relatively high 𝑇𝑇𝑐𝑐 , such as MnSe2 (𝑇𝑇𝑐𝑐 ~300K), VSe2 (𝑇𝑇𝑐𝑐 ~330K) and 

Fe3GeTe2 (𝑇𝑇𝑐𝑐~120K) are reported [77-80]. Recently, Bedoya-Pinto et al show that a 
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single CrCl3 monolayer on graphene/6H-SiC (0001) is a 2D-XY magnetic system 

without out-of-plane magnetic anisotropy [81]. These intrinsic 2D magnets provide a 

novel platform for spintronic applications due to their unique and intriguing physical 

properties. In 2018, Song et al utilize CrI3 multilayers to construct spin-filter 

magnetic tunnel junction, where significant TMR ratio amounting to 19000% is 

achieved [82]; furthermore, Cardoso et al propose the concept of van der Waals (vdW) 

spin valve that graphene bilayers are sandwiched by two CrI3 monolayers, and band 

structures of bilayer graphene can be directly controlled by magnetic coupling 

behavior of CrI3 monolayers [83]. In 2018, Deng et al raise the 𝑇𝑇𝑐𝑐 of Fe3GeTe2 up to 

room temperature by applying an ionic gate [80], and in 2019, Wang et al realize spin-

orbit torque (SOT)-driven magnetization switching of few-layered Fe3GeTe2 in 

Fe3GeTe2/Pt heterostructure, where SOT arises from spin current in Pt layers [84]. 
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1.2 Aim and objectives  
The discovery of 2D magnets provides a novel platform for spintronic research. 

However, lots of fundamental problems, including small PMA, weak valley 

polarization, low Curie temperature and crystal symmetry prohibited DMI, have not 

been ideally resolved, which largely impedes the practical applications of 2D magnets. 

The aim of this thesis is to propose effective and general approaches for solving these 

fundamental problems and give appropriate material candidates that could be applied 

in the next-generation spintronic devices.  

Following the aim of thesis, we give the specific research objectives:  

1. Elucidate the energy source and configure out the physical origin of PMA in 

2D magnets. Based on the physical picture, we will propose the novel approach that 

could effectively enhance the PMA, and design 2D material systems with large PMA. 

2. Elucidate the relationship between spin and valley freedom of electrons in 

ferrovalley materials. We will investigate the influence of spin orientation on the 

valley polarization. Based on the physical picture of spin-valley coupling, we will 

give some material candidates with intrinsic large valley polarization. 

3. Construct 2D magnets without inversion symmetry for achieving large DMI. 

By calculating all magnetic interaction parameters, we will determine what 2D 

magnets could hold topological magnetism. 

4. Reveal physical characters, such as mechanical and electronic properties, of 

2D magnets that hold topological magnetism. According to these characters, we will 

design some methods for effective controlling crucial features of topological spin 

textures including morphology, density, creation or annihilation. 

5. Discuss about the possible applications of investigated 2D magnets in 

practical spintronic devices.  
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1.3 Thesis structure 
The thesis contains 8 chapters. In the chapter 1, we give a brief introduction of 

spintronics and 2D vdW materials and show the aim and objectives of this thesis.  

In chapter 2, we summarize that works have been done in the field of 2D magnets 

and reveal what challenges are urgent to be resolved. We also give a detailed 

introduction of methods that are chosen for solving challenges. 

In chapter 3, we show and illustrate that the interlayer distance decreasing of 

Gr/NiI2 HS significantly enhances the PMA of NiI2. We also find that at the same 

time, QAHE is realized in graphene due to the proximity effects-induced 

perpendicular ferromagnetism and Rashba SOC. In chapter 4, we further demonstrate 

that intrinsic PMA in 2D magnets can give rise large valley polarization, which is 

crucial for realizing practical applications of valley freedom. We find that sizable 

valley splitting (~60 meV) could be achieved in a recently discovered 2D magnet, 

VSi2N4, when spin orientation is perpendicular to the sample plane.  

In chapter 5, we construct 2D Janus magnets, CrXTe (X=S, Se), with breaking 

inversion symmetry. The large DMI is achieved in CrSeTe monolayer resulting in 

chiral magnetism. And these chiral spin textures can be effectively manipulated via 

applying strain. Moreover, the 𝑇𝑇𝑐𝑐  of CrXTe system is significantly enhanced over 

room temperature under tiny tensile strain.  

In chapter 6, we further demonstrate that electric control of topological magnetic 

phases can be realized in Janus magnet-based multiferroic heterostructure, i.e., 

MBST/In2Se3. The loops of vortex and antivortex are transformed into skyrmion 

particles when ferroelectric polarization of In2Se3 is switched.  

In chapter 7, we propose and demonstrate that a family of 2D magnets with 

𝑃𝑃4�𝑚𝑚2 symmetry hold anisotropic DMI, which is obviously different from isotropic 

DMI in Janus magnets. The cooperation between this crystal symmetry-protected 

DMI and other magnetic parameters results in lots of non-trivial FM/AFM 

topological spin configurations in this family.  

Finally, in chapter 8, we summarize the results and findings of this thesis and 
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give some comments about what the future possibly hosts in 2D magnets. 
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Chapter 2 Literature Review 

2.1 Magnetic anisotropy of 2D magnets 
MTJ, as the key component in STT-MARM, consist of two FM electrodes 

separated by an insulating barrier. The stability factor of MTJ is read as: 𝛥𝛥 =

𝐾𝐾𝑢𝑢𝑉𝑉/2𝑘𝑘𝑏𝑏𝑇𝑇, where 𝐾𝐾𝑢𝑢, 𝑉𝑉, 𝑘𝑘𝑏𝑏 and 𝑇𝑇 represents PMA of FM electrode, volume of FM 

electrode, Boltzmann constant and temperature respectively [85]. One can see that 

for guaranteeing high stability and small size of MTJ, it is naturally required that FM 

electrode processes strong PMA. In 2018, Song et al first realize vdW MTJ consisted 

of CrI3 multilayer [82]. Although they observe recorded TMR ratio reaching to 

19000%, the device only works at extremely low temperature around 2K. Notably, 

the strong PMA opens a large magnon excitation gap, which further stabilizes long-

range magnetic order at finite temperature [86].  

For a 2D system without magnetic anisotropy, there is no spin wave excitation 

gap [see Fig. 2.1(a)]. Based on spin-wave theory, the gapless magnon will cause 

magnetic order collapsed in one- and two-dimensional systems. However, the 

magnetic anisotropy gives rise the non-zero excitation gap [see Fig. 2.1(b)-(d)], 

which results in stability of long-range magnetic order at finite temperature. For 

multilayer system, magnon density of states (DOS) exhibit the stage function of 

energy, and for bulk system, magnon DOS is proportional to the root of energy. 

Therefore, when thickness of the material keeps increasing, higher temperature is 

required to ensure enough excitation for destroying magnetic order. 

Lots of efforts have been devoted to enhancing the magnetic anisotropy of 2D 

magnets. Yang et al theoretically propose that large compressive strain (~10%) can 

increase PMA of CrI3 monolayer from 1.6 meV/atom to 3.0 meV/atom [87]. However, 

such large compressive strain is very hard to apply on 2D materials. Furthermore, 

both hole doping and alloying methods are predicted to be able to enhance the PMA 

[88, 89]. Unfortunately, the magnitude of PMA enhancement is also limited in these 
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approaches. Therefore, we propose and demonstrate a novel method for effective 

tunning magnetic anisotropy of 2D magnets in chapter 3.   

Moreover, lacking of PMA does not definitely indicate that the long-range 

magnetic order cannot exist in two-dimensional limit. Mermin-Wanger rules only 

describe the situation of isotropic Heisenberg model where the orientation of spin 

vector has no constrains in a 3D sphere [see Fig. 2.2(c)]. There are two other models 

for describing the 2D magnetism, which are Ising model and XY model. In Ising 

model, the spin only has two possible states which are “up” and “down” as shown in 

Fig. 2.2(a) [90]. Onsager first demonstrate the second-order phase transition of Ising 

model in 2D case, which is further confirmed by experimental observations [91]. In 

XY model, spin rotates in the materials plane [see Fig. 2.2(b)], and lacking of PMA 

indicates that there is no excitation gap of magnon spectrum [92, 93]. However, the 

finite-size Berezinskii-Kosterlitz-Thouless (BKT) phase transition could emerge in 

2D XY systems. This feature has been observed in CrCl3 monolayer grown on 

Graphene/6H-SiC (0001) [81]. 

PMA is not only closely related to magnetic order of 2D magnets but also has 

strong impacts on electronic band structures [94]. For example, the perpendicular 

ferromagnetism component could turn quantum spin Hall state to quantum 

anomalous Hall state [29]. We indeed observe that QAHE is realized in graphene 

layer when PMA of NiI2 enhances [see detailed discussion in chapter 3].  

 

 

Fig. 2.1 The magnon dos schematics of four states which are (a) monolayer magnet 

without magnetic anisotropy, (b) monolayer magnet with uniaxial magnetic 

anisotropy, (c) multilayer magnet with uniaxial magnetic anisotropy, and (b) bulk 

magnet with uniaxial magnetic anisotropy. This figure is adopted from Ref. 86. 
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Fig. 2.2 The spin vector in (a) 1D-Ising model, (b) 2D-XY model and (c) 3D-

Heisenberg model. In Ising model, the spin only has two possible states (“up” and 

“down” states); In XY model, the spin is constrained in the material plane; and In 

Heisenberg model, the spin vector could align in any orientation of a 3D sphere. This 

figure is adopted from Ref. 93 

2.2 Valley characters of 2D materials 
Valley represents the minimum/maximum points of electronic band structures in 

reciprocal space. In graphene or group-VI transition metal dichalcogenides (TMD) 

such as MoS2 and WSe2 [see Fig. 2.3(a)], two inequivalent valley appears at -K and 

+K points in Brillouin zone [see Fig. 2.3(b)]. One important and interesting feature 

of valleys is that the electrons can be excited optionally by circularly polarized light, 

which is called as optional selection rules [65-70].  

Selection rules at ±K points are the natural consequence of C3 rotation symmetry. 

Elements of optical transition matrix can be written as: 

�𝜓𝜓𝑣𝑣𝒌𝒌�𝑃𝑃±��𝜓𝜓𝑐𝑐𝒌𝒌� = �𝐶𝐶3𝜓𝜓𝑣𝑣𝒌𝒌�𝐶𝐶3𝑃𝑃±�𝐶𝐶3−1�𝐶𝐶3𝜓𝜓𝑐𝑐𝒌𝒌� = 𝑒𝑒𝑖𝑖
2
3𝜋𝜋(𝑙𝑙𝑐𝑐−𝑙𝑙𝑣𝑣∓1)�𝜓𝜓𝑣𝑣𝒌𝒌�𝑃𝑃±��𝜓𝜓𝑐𝑐𝒌𝒌� 

where 𝑃𝑃±� represents momentum operator, and lc(lv) represents the azimuthal quantum 

number. For MoS2, the conduction band minimum at ±K points are dominated by 

𝑑𝑑𝑧𝑧2 states, and the valence band maximum at ±K points are dominated by 𝑑𝑑𝑥𝑥2−𝑦𝑦2 

and 𝑑𝑑𝑥𝑥𝑥𝑥  states. The azimuthal quantum number lc(lv) for ± K points equals ± 1(0). 

Therefore, we have 𝑃𝑃+ = 𝑃𝑃+  and 𝑃𝑃− = 𝑒𝑒𝑖𝑖
4
3𝜋𝜋𝑃𝑃−  at +K point. The later equation 
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indicates 𝑃𝑃− = 0. Similarly, we have 𝑃𝑃+ = 0 and 𝑃𝑃− = 𝑃𝑃− at -K point. According to 

degree of circular polarization 𝜂𝜂(𝒌𝒌) = |𝑃𝑃+|2−|𝑃𝑃−|2

|𝑃𝑃+|2+|𝑃𝑃−|2
, the optical absorption at +K (-K) 

can only be excited by left-hand (right-hand) light. 

When valleys do not degenerate in energy level, the hole doping or electron 

doping can give rise carriers from just one valley. And the carriers excited from 

different valleys process the opposite transverse velocity due to the different sign of 

Berry curvature as shown in Fig. 2.3(c) [65]. Using Hall bar geometry [see Fig. 

2.3(d)], the valley Hall effects and the transverse motion of excited electrons are 

detected by the nonlocal resistance. When electrical field is applied on MoS2 bilayer, 

the inversion symmetry breaking of systems results in the valley polarization. 

Therefore, the valley Hall effect is observed by magneto-optical Kerr effect [72]. The 

electrons with opposite spin polarization accumulate at two edges of sample as shown 

in Fig. 2.3(e). 

Also, it is well known that the key of practically applying valley freedom in 

electronic devices is inducing the large valley polarization. Since valley and spin are 

coupled with each other, the magnetism freedom, such as external magnetic field [95, 

96], magnetic doping [97, 98] and magnetic proximity effects [99, 100], is used to 

break valley degeneracy. However, the band splitting induced by an external 

magnetic field is very small, about 0.1 meV/T [101]; magnetic dopants tend to form 

clusters limiting the quality of the systems [102]; and for magnetic proximity effects, 

the substrate usually deforms electronic states of the host. For overcoming these 

shortcomings, materials are required to combine intrinsic long-range magnetism and 

valley characters at the same time. That system is called as “ferrovalley” materials 

[103]. We further notice that despite perpendicular magnetism component is 

normally applied to induce valley polarization, the specific relationship between 

valley polarization and spin direction is unclear. Therefore, in chapter 4, we elucidate 

the mathematic relationship between valley and spin orientation in “ferrovalley” 

materials and demonstrate that the anomalous valley Hall effect can be induced when 

materials process PMA.  
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Fig. 2.3 (a) Crystal structure and Brillouin zone of TMD monolayer. (b) Two 

inequivalent valleys of MoS2 monolayer. (c) Schematics of the valley Hall effect. 

Excited carriers process a transverse velocity under in-plane electric field. (d) Hall 

bar geometry for detecting valley Hall effect. (e) The accumulation of spin-polarized 

electrons at the sample edge of MoS2 monolayer. This figure is adopted from Ref. 70. 

2.3 Magnetic skyrmion 
The magnetic skyrmion is a swirling spin configuration in magnetic materials.  

For skyrmion, the topological number is defined as: 𝑄𝑄 = 1
4𝜋𝜋 ∫ 𝑺𝑺 ∙ (𝜕𝜕𝑥𝑥𝑺𝑺 × 𝜕𝜕𝑦𝑦𝑺𝑺)𝑑𝑑2𝑟𝑟. 

Due to topological protection, the skyrmion cannot be twisted into other magnetism 

with different Q. Based on the configurations of spin propagation between uniform 

magnetic states, there are two types of skyrmion are defined, Bloch- and Neel-type 

skyrmion [see Fig. 2.4(a) and (b)]. The earliest discovery of skyrmion is in the non-

centrosymmetric B20 bulk materials such as MnSi [104], FeCoSi [105] and FeGe 

[106]. The skyrmion particles discovered in B20 are Bloch-type skyrmion. In the past 

decades, lots of efforts have been devoted to achieving strong DMI in ferromagnetic 

metal/heavy metal multilayers, resulting in formation of topological magnetism [107-
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110]. As shown in Fig. 2.4(c) and (d), skyrmion lattice and solitons are observed by 

spin-polarize scanning tunneling microscopy in Fe/Ir(111) and PdFe/Ir(111) HSs 

respectively. The interfacial DMI results in these skyrmion particles are Neel-type. 

Due to small size, stable configuration, and electrical current-controlled motion, 

skyrmion is considered as ideal information carrier in the next-generation spintronic 

devices with high density and low energy consumption. However, there are two 

crucial problems unsolved: (i) heavy metal cannot be ideally compatible with modern 

complementary metal–oxide–semiconductor (CMOS) technology, largely impeding 

practical applications of ferromagnetic metal/heavy metal multilayers in memory 

chips and (ii) heavy metal processes large Gilbert damping constant, thus indicating 

that large current density is necessary for manipulating magnetism [111, 112]. The 

emergence of 2D magnets provides a new platform for achieving topological 

magnetism in several atom thickness and avoids the applications of heavy metals. 

Unfortunately, most discovered 2D magnets process inversion symmetry. Therefore, 

DMI is prohibited by symmetry requirements, which means that topological 

magnetism is hard to be realized. In chapter 5~6, we show that inversion symmetry 

of 2D magnets can be broken by constructing Janus magnets. The significant DMI 

induce various chiral spin configurations in these Janus magnets. Moreover, we first 

demonstrate that strain and electric field are effective methods for tuning topological 

magnetism. Although ferromagnetic topological magnetism stabilized by isotropic 

DMI has been observed in 2D magnets, anisotropic DMI and antiferromagnetic 

topological remain elusive. Therefore, in chapter 7, we propose and demonstrate 

crystal symmetry-protected anisotropic DMI in AX2 monolayer with 𝑃𝑃4�𝑚𝑚2  layer 

group. We further observe various AFM topological magnetism in AX2 monolayer. 
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Fig. 2.3 Spin configurations of (a) Neel-type skyrmion and (b) Bloch-type skyrmion. 

(c) Skyrmion lattice observed by spin-polarized scanning tunneling microscopy in 

Fe/Ir(111) interface. (d) Skyrmion solitons observed by the same technique in 

PdFe/Ir(111) interface. This figure is adopted from Ref. 39. 

2.4 Density Functional Theory 
Schrödinger equation is the basic equation for describing the condensed matter 

systems. Based on materials properties, such as crystal structure and atomic type, one 

can construct the corresponding Hamiltonian and then apply Schrödinger equation to 

strictly describe physical properties such as lattice constant, electronic band 

structures and energy eigenvalue etc. However, excepts for hydrogen-like systems, a 

realistic system normally contains huge numbers of interacted particles (~1023), 

which indicates that obtaining the analytical results of Schrödinger equation is 

extremely hard. Therefore, some approximated methods are developed for calculating 

numerical results. And for this propose, that density functional theory (DFT) is one 

of the most versatile and widely used tool.  In the case of DFT, the spatially dependent 

charge density rather than wave function is chosen to construct energy functionals. 
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For a multi-electrons system, the time independent Schrödinger equation is 

written as:  

𝐻𝐻�𝜓𝜓 = 𝐸𝐸𝐸𝐸 (1.1) 

where 𝐻𝐻� and 𝐸𝐸 represents the Hamiltonian and energy of system respectively. 𝐻𝐻� is 

written as: 

𝐻𝐻� = 𝑇𝑇�𝑁𝑁 + 𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒 + 𝑉𝑉�𝑁𝑁 + 𝑉𝑉�𝑒𝑒−𝑁𝑁 (1.2) 

where 𝑇𝑇�𝑁𝑁 , 𝑇𝑇�𝑒𝑒 , 𝑉𝑉𝑒𝑒𝑒𝑒 , 𝑉𝑉𝑁𝑁  and 𝑉𝑉𝑒𝑒−𝑁𝑁  represents kinetic energy of the nuclei (N), kinetic 

energy of the electrons (e), coulomb interaction potential of electrons, coulomb 

interaction potential of nuclei and coulomb interaction potential of the electrons-

nuclei respectively. These terms are explicitly written as: 𝑇𝑇�𝑁𝑁 = −∑ ℏ2

2𝑀𝑀𝑖𝑖
∇𝑹𝑹𝑖𝑖
2

𝑖𝑖 ;  𝑇𝑇�𝑒𝑒 =

−∑ ℏ2

2𝑚𝑚𝑗𝑗
∇𝒓𝒓𝑗𝑗
2

𝑗𝑗  ; 𝑉𝑉�𝑒𝑒𝑒𝑒 = ∑ ∑ 𝑒𝑒2

|𝒓𝒓𝑖𝑖−𝒓𝒓𝑗𝑗|
𝑁𝑁𝑒𝑒
𝑗𝑗

𝑁𝑁𝑒𝑒
𝑖𝑖<𝑗𝑗  ; 𝑉𝑉�𝑒𝑒𝑒𝑒 = −∑ ∑ 𝑍𝑍𝑖𝑖𝑒𝑒2

|𝑹𝑹𝑖𝑖−𝒓𝒓𝑗𝑗|
𝑁𝑁𝑒𝑒
𝑗𝑗

𝑁𝑁
𝑖𝑖  ; 𝑉𝑉�𝑁𝑁𝑁𝑁 =

−∑ ∑ 𝑍𝑍𝑖𝑖𝑍𝑍𝑗𝑗𝑒𝑒2

|𝑹𝑹𝑖𝑖−𝑹𝑹𝑗𝑗|
𝑁𝑁
𝑗𝑗

𝑁𝑁
𝑖𝑖<𝑗𝑗 . Here, ∇𝑹𝑹𝑖𝑖(𝒓𝒓𝑖𝑖)

2  represents the Laplacian operator on the ith position 

of nuclei (electron) with mass Mi (mi) and charge Zie (e). In 1927, the Born-

Oppenheimer (BO) approximation points out that since mass of nuclei is much larger 

than that of electron, and velocity of nuclei is much smaller than electron in a solid 

system, the motion of nuclei and electrons can be separated from each other [113]. 

The wave function 𝜓𝜓 are further written as 𝜓𝜓 = 𝜓𝜓𝑁𝑁(𝑹𝑹)𝜓𝜓𝑒𝑒(𝒓𝒓,𝑹𝑹), where 𝜓𝜓𝑁𝑁(𝑹𝑹) and 

𝜓𝜓𝑒𝑒(𝒓𝒓,𝑹𝑹) represents the wave function of nuclei and electron part respectively [114]. 

𝐻𝐻� of multi-electrons system are rewritten as:  

𝐻𝐻� = 𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒 + 𝑉𝑉�𝑒𝑒−𝑁𝑁 (1.3) 

where 𝑉𝑉�𝑒𝑒−𝑁𝑁 is treated as the external potential 𝑉𝑉�𝑒𝑒𝑒𝑒𝑒𝑒. Notably, it is still hard to resolve 

coulomb interaction between electrons. 

In 1964, Hohenberg and Kohn propose that a universal functional of electronic 

density 𝜌𝜌(𝒓𝒓) can be used to determine the ground state of interacting electron gas, 

which is later considered as the basic framework of DFT [115]. Specifically, there are 

two theorems:  

Theorem 1: for a multi-electron system, the external potential 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓)  is the 

unique functional of 𝜌𝜌(𝒓𝒓). Since the 𝐻𝐻� is determined by 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓), 𝐻𝐻� is also the unique 
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functional of 𝜌𝜌(𝒓𝒓). In principle, all the properties of system can be determined by 

𝜌𝜌(𝒓𝒓). 

Proof: It is assumed that there are two different external potential 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒1  and 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒2  

with the same ground state electronic states 𝜌𝜌(𝒓𝒓) , which leads to two different 

Hamiltonian  𝐻𝐻�1 = 𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒𝑒𝑒1   and  𝐻𝐻�2 = 𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒𝑒𝑒2  , ground state 

wavefunction 𝜓𝜓01  and 𝜓𝜓02 , ground state energy 𝐸𝐸01  and 𝐸𝐸02 . Choosing 𝜓𝜓02  and 𝜓𝜓01  as 

the variational function of  𝐻𝐻�1 and  𝐻𝐻�2 respectively, one can obtain: 

𝐸𝐸01 < �𝜓𝜓02� 𝐻𝐻�1�𝜓𝜓02� = 𝐸𝐸02 + ∫𝜌𝜌(𝒓𝒓) (𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒1 − 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒2 )𝑑𝑑𝒓𝒓. (1.4) 

𝐸𝐸02 < �𝜓𝜓01� 𝐻𝐻�0�𝜓𝜓01� = 𝐸𝐸01 − ∫ 𝜌𝜌(𝒓𝒓) (𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒1 − 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒2 )𝑑𝑑𝒓𝒓. (1.5) 

By adding Eq 1.4 and 1.5, one can obtain: 𝐸𝐸01+𝐸𝐸02 < 𝐸𝐸02+𝐸𝐸01, which is a contradictory 

result. Therefore, when the electronic density is precisely given, ground state 

wavefunction and energy can’t be degenerated. 

Theorem 2: One can define the universal energy functional 𝐸𝐸( 𝜌𝜌) of electronic 

density 𝜌𝜌(𝒓𝒓) . For any specific 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒 , the 𝜌𝜌(𝒓𝒓)  that globally maximizes 𝐸𝐸( 𝜌𝜌)  is the 

ground state electronic density of the system. 

Proof: the ground state energy 𝐸𝐸0 can be written as: 

𝐸𝐸0 = min
𝜌𝜌→𝑁𝑁

(min
𝜓𝜓→𝜌𝜌

�𝜓𝜓�𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒𝑒𝑒�𝜓𝜓�) (1.6) 

where 𝜓𝜓 → 𝜌𝜌 represents the set of all wavefunctions for a certain electronic density 

𝜌𝜌, and 𝜌𝜌 → 𝑁𝑁 represents the set of all electronic densities for a certain system with 𝑁𝑁 

electrons. The external potential operator can be replaced by the integral of 𝜌𝜌, and Eq 

1.6 is rewritten as: 

𝐸𝐸0 = min
𝜌𝜌→𝑁𝑁

(𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖[𝜌𝜌(𝒓𝒓)] + ∫ 𝜌𝜌(𝒓𝒓) (𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒)𝑑𝑑𝒓𝒓) = min
𝜌𝜌→𝑁𝑁

𝐸𝐸[𝜌𝜌(𝒓𝒓)] (1.7) 

where 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖[𝜌𝜌(𝒓𝒓)] = min
𝜓𝜓→𝜌𝜌

�𝜓𝜓�𝑇𝑇�𝑒𝑒 + 𝑉𝑉�𝑒𝑒𝑒𝑒�𝜓𝜓� called as the Hohenberg-Kohn functional. 

From Eq 1.7, one can see that as long as 𝐹𝐹𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖[𝜌𝜌(𝒓𝒓)]  is determined, the energy 

minimized by a certain electronic density is just the ground state energy of the system. 

In Kohn–Sham density functional theory, the total energy of a multi-electron 

system is expressed as the functional of 𝜌𝜌(𝒓𝒓): 
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𝐸𝐸[𝜌𝜌(𝒓𝒓)] = 𝑇𝑇[𝜌𝜌(𝒓𝒓)] + 𝑒𝑒2

2 ∫ ∫
𝜌𝜌(𝒓𝒓)𝜌𝜌(𝒓𝒓′)

|𝒓𝒓−𝒓𝒓′|
𝑑𝑑𝒓𝒓𝑑𝑑𝒓𝒓′ − ∫𝜌𝜌(𝒓𝒓) (𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓))𝑑𝑑𝒓𝒓 + 𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] 

(1.8) 

where 𝜌𝜌(𝒓𝒓) =∑ 𝜑𝜑𝑖𝑖∗(𝒓𝒓)𝑖𝑖 𝜑𝜑𝑖𝑖(𝒓𝒓)  represents the electronic density, the second term 

represents the coulomb interaction, and 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) represents external potential. Despite 

the specific forms of kinetic energy 𝑇𝑇[𝜌𝜌(𝒓𝒓)]  and exchange-correlation energy 

𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] are unknown, Eq 1.8 can be variationally calculated as: 

𝛿𝛿𝛿𝛿[𝜌𝜌(𝒓𝒓)]
𝛿𝛿𝛿𝛿(𝒓𝒓)

+ 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) + 𝑒𝑒2 ∫ 𝜌𝜌(𝒓𝒓′)
|𝒓𝒓−𝒓𝒓′|

𝑑𝑑𝒓𝒓′ + 𝛿𝛿𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] 
𝛿𝛿𝛿𝛿(𝒓𝒓)

= 𝜀𝜀. (1.9) 

then, one can define an effective potential as: 

𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) = 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓) + 𝑒𝑒2 ∫ 𝜌𝜌(𝒓𝒓′)
|𝒓𝒓−𝒓𝒓′|

𝑑𝑑𝒓𝒓′ + 𝑉𝑉𝑥𝑥𝑥𝑥(𝒓𝒓) (1.10) 

where 𝑉𝑉𝑥𝑥𝑥𝑥(𝒓𝒓) = 𝛿𝛿𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] 
𝛿𝛿𝛿𝛿(𝒓𝒓)

  represents the exchange-correlation potential. Although 

the kinetic energy functional of interacted multi electrons 𝑇𝑇[𝜌𝜌(𝒓𝒓)] is unclear, one can 

explicitly give the functional of system without considering electrons interacting,  

𝑇𝑇𝑠𝑠[𝜌𝜌(𝒓𝒓)] = ℏ2

2𝑚𝑚
∑ ∫𝜑𝜑𝑖𝑖∗(𝒓𝒓) ∙ (−∇2)𝑖𝑖 𝜑𝜑𝑖𝑖(𝒓𝒓)𝑑𝑑𝒓𝒓 , to replace 𝑇𝑇[𝜌𝜌(𝒓𝒓)] , and include the 

different part between 𝑇𝑇[𝜌𝜌(𝒓𝒓)] and 𝑇𝑇𝑠𝑠[𝜌𝜌(𝒓𝒓)] in 𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)]. Therefore, one can obtain 

the Schrödinger equation of a single electron which is called as Kohn-Sham (KS) 

equation [116]: 

�− ℏ2

2𝑚𝑚
∇2 + 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝒓𝒓)�𝜑𝜑𝑖𝑖(𝒓𝒓) = 𝜀𝜀𝑖𝑖𝜑𝜑𝑖𝑖(𝒓𝒓). (1.11) 

If the 𝑉𝑉𝑥𝑥𝑥𝑥(𝒓𝒓)  are known, one can obtain the exact ground state energy of multi-

electrons system. Above results also mean that the effectiveness of DFT fully depends 

on the accuracy and simplicity of 𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)]. 

𝐸𝐸𝒙𝒙𝒄𝒄[𝜌𝜌(𝒓𝒓)] has to be simplified in solving practical problems. One commonly 

applied approximation is the local density approximation (LDA) [116]. For 

homogeneous electron gas,  𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] depend on 𝜌𝜌(𝒓𝒓) locally, which indicates that 

except for 𝒓𝒓, small variation of 𝜌𝜌(𝒓𝒓) will not induce the variation of energy density 

at the other places. Therefore, 𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)] can be written as: 

𝐸𝐸𝑥𝑥𝑥𝑥𝐿𝐿𝐿𝐿𝐿𝐿[𝜌𝜌(𝒓𝒓)]=∫𝜌𝜌(𝒓𝒓)𝜀𝜀𝑥𝑥𝑥𝑥(𝜌𝜌(𝒓𝒓))𝑑𝑑𝒓𝒓 (1.12) 
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where 𝜀𝜀𝑥𝑥𝑥𝑥(𝜌𝜌(𝒓𝒓))  represents exchange-correlation energy of single electron in 

homogeneous electron gas with density 𝜌𝜌(𝒓𝒓). 𝜀𝜀𝑥𝑥𝑥𝑥(𝜌𝜌(𝒓𝒓)) can be further distributed to 

contributions from exchange energy 𝜀𝜀𝑥𝑥 and correlation energy 𝜀𝜀𝑐𝑐: 

𝜀𝜀𝑥𝑥𝑥𝑥(𝜌𝜌(𝒓𝒓))= 𝜀𝜀𝑥𝑥�𝜌𝜌(𝒓𝒓)� + 𝜀𝜀𝑐𝑐�𝜌𝜌(𝒓𝒓)� (1.13) 

where 𝜀𝜀𝑥𝑥�𝜌𝜌(𝒓𝒓)� is analytically written as 𝜀𝜀𝑥𝑥 = −3
4

(3𝜌𝜌(𝒓𝒓)/𝜋𝜋)1/3. The next logical 

step after LDA is gradient expansion approximation (GEA) where a weak and slowly-

varying potential is introduced for describing the inhomogeneous electron gas [117]. 

However, GEA turns out to be even worse than LDA, since the sum rule 

∫ℎ𝑥𝑥𝑥𝑥(𝝉𝝉1, 𝝉𝝉2)𝑑𝑑𝝉𝝉2 = −1  and ℎ𝑥𝑥 ≤ 0  are violated. The failure of GEA leads to the 

development of generalized gradient approximation (GGA) [118]. 𝐸𝐸𝒙𝒙𝒙𝒙[𝜌𝜌(𝒓𝒓)]  is 

written as: 

𝐸𝐸𝑥𝑥𝑥𝑥𝐺𝐺𝐺𝐺𝐺𝐺[𝜌𝜌(𝒓𝒓)]=∫𝜌𝜌(𝒓𝒓)𝜀𝜀𝑥𝑥𝑥𝑥(𝜌𝜌(𝒓𝒓), |∇𝜌𝜌(𝒓𝒓)|)𝑑𝑑𝒓𝒓 (1.14) 

where ∇𝜌𝜌(𝒓𝒓)  represents the electronic density gradient. 𝐸𝐸𝑥𝑥𝑥𝑥𝐺𝐺𝐺𝐺𝐺𝐺[𝜌𝜌(𝒓𝒓)]  can also be 

written as the sum of exchange energy and correlation energy: 𝐸𝐸𝑥𝑥𝑥𝑥𝐺𝐺𝐺𝐺𝐺𝐺[𝜌𝜌(𝒓𝒓)] =  

𝐸𝐸𝑥𝑥𝐺𝐺𝐺𝐺𝐺𝐺[𝜌𝜌(𝒓𝒓)] +  𝐸𝐸𝑐𝑐𝐺𝐺𝐺𝐺𝐺𝐺[𝜌𝜌(𝒓𝒓)] . In order to solve problems in GEA, some limited 

conditions that hole must obey are added. For example, the ℎ𝑥𝑥  will be set to 0 

mandatorily if  ℎ𝑥𝑥 > 0 emerges. For satisfying the sum rule, GGA is built with real-

space cutoffs of ℎ𝑥𝑥 and ℎ𝑐𝑐, and only ℎ𝑥𝑥 contains one electron charge. It is believed 

that the GGA gives more accurate DFT results for systems with obvious 

inhomogeneous electron density. There are various types of GGA functionals 

proposed. The most popular one is the Perdew-Burke-Ernzerhof (PBE) functional 

which is only determined by the physical nature of solid system [119]. 

2.5 Tight-binding and atomic spin model 
We adopt the tight-binding model for describing low-energy bands in materials 

with non-trivial electronic structures, thus helping us determine the important 

physical terms in studied systems. The tight-binding model use an approximate set of 

wave functions based on superposition of wave functions for isolated atoms located 

at each atomic site [120]. Since this method is based on the crystal symmetry and 
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wave function of specific atom orbitals that can be explicitly determined by first-

principles calculations, it is expected that an accurate description of solid systems is 

given [120].  

We next show how a simple tight-binding model gives the electronic band 

structures of graphene. When only considering the nearest-neighboring hopping 

terms, the tight-binding Hamiltonian is written as: 𝐻𝐻� = −𝑡𝑡 ∑ (𝑎𝑎�𝑖𝑖∗𝑏𝑏�𝑗𝑗 + 𝑏𝑏�𝑖𝑖∗𝑎𝑎�𝑗𝑗)<𝑖𝑖,𝑗𝑗> , 

where i (j) represents the site in A (B) sublattice, and 𝑎𝑎�𝑗𝑗 (𝑎𝑎�𝑗𝑗∗) represents the creation 

(annihilation) operator of electrons. The Hamiltonian can be rewritten as the sum over 

the nearest-neighboring sites as: 𝐻𝐻� = −∑ ∑ (𝑎𝑎�𝑖𝑖∗𝑏𝑏�𝑖𝑖+𝜹𝜹 + 𝑏𝑏�𝑖𝑖∗𝑎𝑎�𝑖𝑖+𝜹𝜹)𝜹𝜹𝑖𝑖𝑖𝑖𝑖𝑖 , where 𝜹𝜹  are 

vectors between different sites. By performing Fourier transformation, the 

Hamiltonian is expended as: 

𝐻𝐻� = Ψ∗ℎ(𝒌𝒌)Ψ, 

where Ψ∗ = �𝑎𝑎�𝒌𝒌𝑏𝑏�𝒌𝒌�, Ψ = (𝑎𝑎�𝒌𝒌 𝑏𝑏�𝒌𝒌), ℎ(𝒌𝒌) = −𝑡𝑡 � 0 ∑ 𝑒𝑒𝑖𝑖𝒌𝒌⋅𝒓𝒓𝜹𝜹
∑ 𝑒𝑒−𝑖𝑖𝒌𝒌⋅𝒓𝒓𝜹𝜹 0

�. 

The band structures can be directly obtained by solving the eigenvalue of ℎ(𝒌𝒌). 

Atomic spin model simulations are performed for describing spin dynamics in 

2D magnets. In traditional micromagnetic simulations, the thickness of magnetic 

layer is a necessary parameter for transferring DFT-obtained exchange couplings into 

corresponding micromagnetic parameters [121]. However, since the magnetic layer 

of 2D magnets consists of one atom layer of magnetic elements, the thickness cannot 

be defined. Interestingly, DFT-obtained exchange couplings are directly considered 

in simulations for atomic spin model, which thus gives a better description of spin 

configurations. Based on DFT results, the spin Hamiltonian of 2D magnets is defined. 

The effect field in Landau–Lifshitz–Gilbert (LLG) equation is then defined as the 

partial derivative of Hamiltonian with respect to spin vector. Therefore, the LLG 

equation can be numerically resolved just based on the spin Hamiltonian and crystal 

lattice of magnetic atom. Normally, the LLG equation describes well the metastable 

spin configurations such as skyrmion and bimeron while fails to give the ground 

states. Using atomic spin model, one can obtain the explicit energy of a 2D magnet 
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with any determined spin configurations. Furthermore, one can perform Monte Carlo 

simulations to search the ground spin states.  

2.6 Summary 
PMA plays the crucial role in stabilizing magnetic order of Heisenberg model- 

described 2D magnetism. By opening magnon excitation gap, the magnetism could 

survive at the finite temperature. Interestingly, for XY model-described 2D 

magnetism, the long-range magnetism is expected to emerge as the format of vortex-

antivortex pairs. PMA also plays crucial role in the performance of spintronic devices.  

Therefore, lots of efforts have been devoted to enhancing magnetic anisotropy of 2D 

magnets. However, the enhancement amplitude of PMA in most methods is quite 

limited. One the other hand, magnetization orientation is closely hinged on spin-

polarized band structures. For example, the PMA can give rise QAHE and AVHE. 

Also, the critical temperature of most discovered 2D magnets is far below the room 

temperature, which largely impedes practical applications.  

Besides charge and spin, valley is another freedom of electrons. The excited 

carriers could process the transverse velocity due to the Berry curvature and 

accumulate at the sample edges. For obtaining the net charge/spin Hall signal, valley 

polarization is necessary for materials. However, it is hard to achieve large valley 

polarization in experiments. 

Magnetic skyrmion, a swirling spin configuration which topological protection, 

is considered as the ideal information carrier in the next-generation spintronic devices.  

One key parameter in skyrmion formation is DMI that requires inversion symmetry 

breaking of systems. Despite 2D magnets provide a novel platform for spintronic 

research, the inversion symmetry preserves in most 2D magnets, which thus prohibit 

the DMI. Since topological magnetism is considered as the information carrier, it is 

necessary to realizing effective control of physical properties of these spin textures 

including morphology, density, creation or annihilation. 
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Using first-principles calculations within DFT theory, tight-binding model and 

atomic spin model, we conduct the research as detailly introduced in the later chapters 

for solving above challenges in the field of 2D magnets. In these works, we provide 

novel approaches and corresponding material systems for realizing strong PMA, large 

valley polarization (over room temperature), high Curie temperature, inversion 

symmetry breaking and strong DMI, and effective manipulation of topological 

magnetism in 2D magnets. These findings hopefully answer the question that what 

2D magnets can be practically applied in the next-generation spintronic devices with 

low-energy consumption and high-storage density. 
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Chapter 3 Proximity Effects in Gr/NiI2 

Heterostructure 

3.1 Introduction 
The 2D FM semiconductors, which integrate the magnetism, semiconductivity 

and miniaturization, is very promising for spintronic applications, such as the 

magnetic tunnel junction, spin valve and spin-field-effect transistor [122-125]. 

Tremendous effort has been devoted to inducing ferromagnetism in 2D 

semiconductors, such as magnetic elements doping [123, 124], atom adsorption [58, 

126-129] and defects (or boundary) engineering [130-133]. Recently, the 

experimental progress has led to a breakthrough in the synthesis of 2D vdW 

semiconductors with intrinsic ferromagnetism, which are first realized in Cr2GeTe3 

bilayers [76], then in CrX3 (X=Cl, Br, I) monolayers [75, 134]. In these materials, the 

uniaxial magnetic anisotropy plays an important role in suppressing the spin 

excitation and protecting the long-range magnetic order in finite temperature [74, 135, 

136]. Compared with in-plane magnetic anisotropy (IMA), the large PMA is more 

beneficial for realizing the high-density information storage devices with low energy 

consumption and high thermal stability [7, 84, 137-139]. Graphene coating has been 

proved to be able to significantly enhance the PMA of Co films by tuning electronic 

states of Co 3d orbitals [140]. It is also noticeable that the physical properties of vdW 

structures are very sensitive to the interlayer spacing [141-148]. The interlayer 

magnetic order of CrI3 can be tuned via applying a hydrostatic pressure [144], the 

correlated electronic states and interlayer coupling of twisted bilayer graphene can be 

effectively tuned by varying interlayer spacing [145, 146], and the power conversion 

efficiency of SbI3/BiI3 heterostructure can be enhanced by decreasing interlayer 

distance [148]. Above results indicate that it should be possible to tune magnetic 

anisotropy of 2D FM semiconductors via changing the interlayer distance of 

graphene-based vdW heterostructure. In addition, the FM substrate can also induce 
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proximity effects in graphene [149-153]. By introducing the ferromagnetism and 

enhancing the SOC through proximity with FM semiconductor substrates, graphene 

can become an ideal platform to realize QAHE. In the heterostructures of 

graphene/CrI3 and graphene/CrBr3, QAHE have been reported theoretically via 

decreasing the interlayer distance to enhance the proximity effect [154-156]. Thus, 

besides the control of PMA, graphene-based vdW heterostructures also provide an 

opportunity to realize QAHE. 

In this chapter, using first-principles calculations and low-energy effective 

model, we systematically investigate the magnetic anisotropy and QAHE by varying 

the interlayer distance of Gr/NiI2 heterostructure. The bulk NiI2 is a layered 

antiferromagnetic insulator with Néel temperature 𝑇𝑇𝑁𝑁=75 K [157]. Recently, NiI2 

monolayer is reported to be a 2D FM semiconductor [158-160] with sizable band gap 

and high Curie temperature 𝑇𝑇𝑐𝑐 (above 120K), plus that it has small lattice mismatch 

with graphene, which makes Gr/NiI2 a promising vdW system for investigating both 

magnetic and topological properties. We find that the PMA of NiI2 monolayer can be 

effectively enhanced by decreasing the interlayer distance of Gr/NiI2. By analyzing 

atomic-resolved magnetic anisotropy energy (MAE), orbital-hybridization-resolved 

MAE and density of states (DOS), we find that the magnetic anisotropy enhancement 

in NiI2 mainly originates from the electronic states variation of I atoms influenced by 

the vicinity to graphene. More interestingly, by decreasing interlayer distance, a large 

exchange splitting and an enhanced Rashba SOC can be induced simultaneously in 

graphene, which can lead to the QAHE.  

3.2 Methodology 
We performed first-principles calculations using density functional theory (DFT) 

as implemented in the Vienna ab initio simulation package (VASP) [161-163]. The 

exchange correlation energy is calculated within the generalized gradient 

approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) form. Considering the 

strongly correlated Ni 3d electrons in NiI2, the GGA+U [164] method is adopted 
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(𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 2-5 eV). The atom coordinates are fully relaxed until the Hellmann-Feynman 

force is less than 10-2 eV/Å, and the cutoff energy is set to 520 eV. The Γ-centered k-

point grids of 18×18×1 and 6×6×1 is good enough to sample the first Brillouin zones 

of NiI2 and Gr/NiI2, respectively. The DFT-D3 method [165] is applied in the 

calculations to correct the van der Waals interaction. A vacuum space of at least 15 

Å in the direction normal to the layers is used to avoid interactions between periodic 

replicas. The MAE is defined as the energy difference between in-plane [100] and 

out-of-plane [001] magnetizations. All parameters are carefully tested and make the 

MAE to converge within 10-6 eV. To obtain the orbital-hybridization-resolved and 

layer-resolved MAE, the spin-orbit coupling is calculated for each orbital angular 

momentum, and one can get all the elements of spin-orbit coupling matrix. By 

comparing the SOC matrix between out-of-plane and in-plane magnetization, one can 

get orbital-hybridization-resolved MAE. The layer-resolved is the integration of 

MAE of all orbits for each atom. The transferred charge between graphene and NiI2 

layers is calculated based on the Bader charge analysis [166] as performed using 

program of Henkelman’s Group [167-170]. The positive (negative) value of 

transferred charge represents the electron accumulation (depletion). The work 

function of graphene 𝑊𝑊𝐺𝐺𝐺𝐺 is defined as the energy difference between vacuum level 

and Fermi level (𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 − 𝐸𝐸𝐹𝐹), and the electron affinity of NiI2  𝜒𝜒𝑁𝑁𝑁𝑁𝑁𝑁2 is calculated by 

the energy difference between vacuum level and conduction band minimum (𝐸𝐸𝑣𝑣𝑣𝑣𝑣𝑣 −

𝐸𝐸𝑐𝑐). 

3.3 Results and Discussion 

3.3.1 Pristine NiI2 and Gr/NiI2 heterostructure 

In a single layer of NiI2 as shown in Fig. 3.1(a), Ni atoms form a hexagonal 

network sandwiched by two atomic planes of I atoms, with point group D3d. The 

calculated parameters of NiI2 including the optimized lattice constant a, magnetic 

moments of Ni (𝜇𝜇Ni ) and I (𝜇𝜇I ) atoms, band gap 𝐸𝐸𝑔𝑔𝑔𝑔𝑔𝑔  and nearest-neighboring 

exchange coupling 𝐽𝐽, are listed in Table 3.1.  In the range of 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 from 2 to 5 eV, the 
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lattice constants yield good comparison with the experimental value of bulk NiI2, 

3.90 Å [171]. When 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒  increasing, due to the stronger repulsion of localized 

electronic states, the 𝜇𝜇Ni  and 𝐸𝐸𝑔𝑔𝑔𝑔𝑔𝑔  both increases. Notably, the I atoms is spin-

polarized due to the magnetic proximity of Ni atoms. The value of 𝐽𝐽  is positive 

regardless of  𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒, which means the ground magnetic state for NiI2 is ferromagnetic. 

These basic properties of NiI2 monolayer in previous works [158-160] are also 

provided in Table 3.1. One can see that the results show good agreements with 

previous researches. Although the specific value of band gap is not given in Ref. 159, 

this research reports that NiI2 monolayer is a ferromagnetic semiconductor. Notably, 

a, 𝜇𝜇Ni, 𝐸𝐸𝑔𝑔𝑔𝑔𝑔𝑔 and 𝐽𝐽 in our work when 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 4 eV is very similar with the results in 

Ref. 159. 
 
Table 3.1 The optimized lattice constants a, magnetic moments of Ni 𝜇𝜇Ni and I 𝜇𝜇I 

atoms, band gap energy 𝐸𝐸𝑔𝑔𝑔𝑔𝑔𝑔, and nearest-neighboring exchange coupling 𝐽𝐽.  

 a (Å) 𝝁𝝁𝐍𝐍𝐍𝐍 (𝝁𝝁𝑩𝑩) 𝝁𝝁𝐈𝐈 (𝝁𝝁𝑩𝑩) 𝑬𝑬𝒈𝒈𝒈𝒈𝒈𝒈 (eV) 𝑱𝑱 (meV) 
𝑼𝑼𝒆𝒆𝒆𝒆𝒆𝒆 = 2 eV 3.97 1.33 0.23 0.74 6.42 
𝑼𝑼𝒆𝒆𝒆𝒆𝒆𝒆 = 3 eV 3.97 1.38 0.21 0.95 5.27 
𝑼𝑼𝒆𝒆𝒆𝒆𝒆𝒆 = 4 eV 3.98 1.44 0.19 1.16 4.30 
𝑼𝑼𝒆𝒆𝒆𝒆𝒆𝒆 = 5 eV 3.99 1.51 0.17 1.39 3.44 

Ref [155] 3.88 2.00 — — 3.02 
Ref [156] 3.92 1.53 — — ~4.22 
Ref [157] 3.983 1.46 — 1.24 3.90 
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Fig. 3.1 (a) Top view and side view of pristine NiI2 monolayer. (b) Top view and side 

view of Gr/NiI2 heterostructure. Purple, grey and brown balls represent I, Ni and C 

atoms, respectively. The interfacial I atoms are labeled by I1 and the other side I 

atoms are labeled by I2. 

 

Here, Gr/NiI2 heterostructures are constructed by depositing a 5 × 5 supercell of 

graphene on a 3 × 3 supercell NiI2 substrate with a small lattice mismatch of 2.86%. 

For these heterostructures, the interfacial I atoms are labeled by I1 and the other side 

I atoms by I2. We consider three most possible stacking arrangement of Gr/NiI2, 

which are two C atoms in graphene layer coordinates directly atop on (i) two Ni atoms, 

(ii) two I1 atoms and (iii) two I2 atoms, respectively. We find that the most stable 

configuration is (i), as shown in Fig. 3.1(b). The average equilibrium interlayer 

distance is about 3.61 Å for 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 from 2 to 5 eV, which indicates that the coupling 

of the heterostructure is a typical van der Waals interaction.  
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3.3.2 Interlayer spacing controlled magnetic anisotropy  

Fig. 3.2 shows the MAE of pristine NiI2 and Gr/NiI2 as a function of the 

interlayer distance decreasing (∆𝑑𝑑). Although the pristine MAE of NiI2 is influenced 

by 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 , graphene coating and ∆𝑑𝑑  both enhances PMA of NiI2. Graphene coating 

slightly enhance the PMA of NiI2 from 0.071 mJ/m2 to 0.102 mJ/m2 when  𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 

3eV. If keep decreasing ∆𝑑𝑑  from 0 to -1 Å, the PMA of Gr/NiI2 is effectively 

enhanced from 0.102 to 0.730 mJ/m2 (red line in Fig. 3.2). The amplitude of this PMA 

enhancement increasing from 0.405 to 0.767 mJ/m2 when 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 decreasing from 5 to 

2 eV.  

By analyzing the layer-resolved MAE, the orbital-hybridization-resolved MAE, 

and the DOS, we find that the physical mechanism behind the PMA enhancement is 

similar for different 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 values. In the following discussion, we choose 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 3 eV 

as an example to detailly show how the graphene tunes the PMA of NiI2. From the 

layer-resolved MAE (Fig. 3.3), one can see that the PMA of I1 increase when 

contacted with graphene and keeps increasing with the interlayer distance decreasing, 

which results in the PMA enhancement of Gr/NiI2. To further elucidate the 

mechanism of MAE change, we performed a comparison analysis of MAE from 

orbital hybridization between I1 in pristine NiI2 and in Gr/NiI2 heterostructure as 

shown in Fig. 3.4(a), (b), (c) and (d). For I1 in pristine NiI2, the hybridization between  

𝑝𝑝𝑦𝑦 and  𝑝𝑝𝑥𝑥 (labeled by 1 with green bar in Fig. 3.4(a)) gives rise an IMA contribution, 

however the hybridization between 𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧 (labeled by 2 with red bar in Fig. 3.4(a)) 

constitutes a strong PMA. The small amplitude of anisotropy of I1 in NiI2 arises from 

the competition of these two hybridizations. When the I1 atom interacts with 

graphene, the amplitude of MAE from hybridizations 1 and 2 decrease 

simultaneously but hybridization 1 reduces more strongly (Fig. 3.4(b)), which results 

the PMA enhancement of I1 in NiI2. Moreover, when decreasing the interlayer 

distance, it is found that IMA from hybridization 1 keeps reducing while the PMA 

from hybridization 2 increases (Fig. 3.4(c) and (d)), giving rise to PMA enhancement 

in I1 atom. 
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Fig. 3.2 MAE of NiI2 and Gr/NiI2 as a function of the interlayer distance decreasing 

(∆𝑑𝑑).  

 

 
Fig. 3.3 The layer-resolved MAE of NiI2 and Gr/NiI2 with ∆d = 0, -0.4 and -0.8 Å. 

Next, we investigate how the electronic states of I 5p orbitals influence the MAE. 

According to the second-order perturbation theory [172, 173], MAE can be expressed 

as:  
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𝑀𝑀𝑀𝑀𝑀𝑀 = 𝜉𝜉2 ∑ ∑
(2𝛿𝛿𝜎𝜎𝜎𝜎′−1)(��𝑜𝑜𝜎𝜎�𝐿𝐿𝑧𝑧�𝑢𝑢𝜎𝜎

′
��
2
−��𝑜𝑜𝜎𝜎�𝐿𝐿𝑥𝑥�𝑢𝑢𝜎𝜎

′
��
2

)

𝐸𝐸𝑢𝑢𝜎𝜎
′−𝐸𝐸𝑜𝑜𝜎𝜎𝑜𝑜𝜎𝜎,𝑢𝑢𝜎𝜎′𝜎𝜎𝜎𝜎′ . (3.1) 

Here, 𝐸𝐸𝑢𝑢𝜎𝜎
′ and 𝐸𝐸𝑜𝑜𝜎𝜎  are the energy levels corresponding to unoccupied states with spin 

𝜎𝜎′ and occupied states with spin 𝜎𝜎, respectively. MAE is determined by the (𝐸𝐸𝑢𝑢𝜎𝜎
′ −

𝐸𝐸𝑜𝑜𝜎𝜎) and the difference of spin-orbital angular momentum matrix element (2𝛿𝛿𝜎𝜎𝜎𝜎′ −

1)(��𝑜𝑜𝜎𝜎�𝐿𝐿𝑧𝑧�𝑢𝑢𝜎𝜎
′��

2
− ��𝑜𝑜𝜎𝜎�𝐿𝐿𝑥𝑥�𝑢𝑢𝜎𝜎

′��
2

)  shown in Table ΙΙ . Due to the symmetry of 

orbitals, only a few components in Table 3.2 are non-zero. The detailed deduction is 

given in Ref. 169. Specific values are also closely related with the magnetization 

orientation. The matrix elements between 𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧, and 𝑝𝑝𝑥𝑥 and 𝑝𝑝𝑧𝑧 can be written as 

−𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃2  and sin 𝜃𝜃2  respectively, where 𝜃𝜃  represents the angle between 

magnetization orientation and [100] direction. From Eq. 2.1 and Table 3.2, one can 

see that (i) MAE comes only from hybridization between occupied and unoccupied 

electronic states via SOC, (ii) the electronic states around Fermi level (𝐸𝐸𝐹𝐹) gives rise 

the dominant contribution to the MAE due to the small �𝐸𝐸𝑢𝑢𝜎𝜎
′ − 𝐸𝐸𝑜𝑜𝜎𝜎� in denominator, 

(iii) the total MAE also be influenced by the intensity of DOS because it is the integral 

of all occupied and unoccupied states. In Fig. 3.4(e), (f), (g) and (h), we plot the 

projected density of states (pDOS) for I1 atoms in pristine NiI2 and Gr/NiI2 

heterostructures with different ∆𝑑𝑑. It is found that the occupied electronic states of I1 

5p orbitals around 𝐸𝐸𝐹𝐹 are mainly spin-up while the unoccupied electronic states are 

mainly spin-down. The element between spin-up occupied  𝑝𝑝𝑦𝑦(𝑥𝑥) states (𝑝𝑝𝑦𝑦(𝑥𝑥)
𝑜𝑜+ ) and 

spin-down unoccupied  𝑝𝑝𝑥𝑥(𝑦𝑦) states (𝑝𝑝𝑥𝑥(𝑦𝑦)
𝑢𝑢− ) is -1, which is responsible for the negative 

MAE from hybridization 1 (green bar in Fig. 3.4(a)-(d)). However, the element 

between spin-up occupied  𝑝𝑝𝑧𝑧  states (𝑝𝑝𝑧𝑧𝑜𝑜
+) and spin-down unoccupied  𝑝𝑝𝑦𝑦 states (𝑝𝑝𝑦𝑦𝑢𝑢

−) 

in Table 3.2 is 1, which induces the positive MAE contribution from hybridization 2 

in I1 atoms (red bar in Fig. 3.4(a)-(d)). Next, we focus on the change of electronic 

states induced by the presence of graphene and the vertical distance change, ∆𝑑𝑑. It 

can be seen from Fig. 3.4(e) and (f) that the peak of 𝑝𝑝𝑦𝑦𝑜𝑜
+ states near the 𝐸𝐸𝐹𝐹 decrease, 
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which means the 𝑝𝑝𝑦𝑦(𝑥𝑥)
𝑜𝑜+ states in deeper energy level with larger (𝐸𝐸𝑢𝑢− − 𝐸𝐸𝑜𝑜+) give more 

contribution to MAE. Therefore, the amplitude of IMA from hybridization 1 decrease 

when NiI2 contacted with graphene. When compressing the heterostructure, the 

density of 𝑝𝑝𝑦𝑦(𝑥𝑥)
𝑜𝑜+  states become more delocalized (black and red lines in Fig. 3.4(g) 

and (h)). Thus, the amplitude of IMA from hybridization 1 keeps reducing. However, 

the 𝑝𝑝𝑧𝑧𝑜𝑜
+ states of I1 move closer to the 𝐸𝐸𝐹𝐹 and becomes more localized (blue lines in 

Fig. 3.4(g) and (h)), resulting the stronger enhancement of PMA contribution from 

hybridization 2. In summary, graphene can tune the electronic states of vicinity I1 

atoms, resulting the PMA of NiI2 effectively enhanced.  

 

Table 3.2 The matrix differences between magnetization along z [001] and x [100] in 

Eq. 3.1. 𝑢𝑢−, 𝑜𝑜+ and 𝑜𝑜− represent unoccupied spin-down states, occupied spin-up and 

spin-down states respectively. 

 

 
Fig. 3.4 MAE contributions from 5p orbitals hybridization of I1 in (a) prinstine NiI2, 

Gr/NiI2 heterostructure with (b) ∆𝑑𝑑 = 0 Å, (c) ∆𝑑𝑑 = -0.4 Å, and (d) ∆𝑑𝑑 = -0.8 Å. The 

projected density of states of I1 in (e) prinstine NiI2, Gr/NiI2 heterostructure with (f) 

𝑢𝑢− 
𝑜𝑜+  𝑜𝑜− 

𝑝𝑝𝑦𝑦 𝑝𝑝𝑧𝑧 𝑝𝑝𝑥𝑥  𝑝𝑝𝑦𝑦 𝑝𝑝𝑧𝑧 𝑝𝑝𝑥𝑥 
𝑝𝑝𝑦𝑦 0 1 - 1  0 -1 1 
𝑝𝑝𝑧𝑧 1 0 0  -1 0 0 
𝑝𝑝𝑥𝑥 -1 0 0  1 0 0 
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∆𝑑𝑑 = 0 Å, (g) ∆𝑑𝑑 = -0.4 Å and (h) ∆𝑑𝑑 = -0.8 Å. The green dot lines in (e-h) indicates 

the energy level at 0 and -1 eV. 

3.3.3 QAHE in Gr/NiI2 heterostructure 

The QAHE can be induced in Gr/NiI2 via decreasing the interlayer distance in 

the range of 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 from 2 to 5 eV. We find that the physical pictures for different 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 are similar, hence here, we also choose 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 3 eV as an example to show the 

electronic states change and topological properties of Gr/NiI2. Pristine NiI2 

monolayer is a semiconductor with an indirect band gap of 1.18 eV as shown in Fig. 

3.5(a). For Gr/NiI2 heterostructure with the equilibrium interlayer distance, 3.59 Å, 

the band structure shows that the system is metallic (Fig. 3.5(b)). We notice that the 

Dirac cones of the spin-polarized graphene are well preserved but are buried in the 

conduction band of NiI2, which indicates that the QAHE cannot be observed in the 

system. However, it has been proved that the Dirac cones of graphene in van der 

Waals heterostructures can be effectively tuned by decreasing the interlayer distance. 

Fig. 3.5(c) plots the spin-polarized band structure when decreasing the interlayer 

distance 0.7 Å. We find that the Dirac cones are tuned to lie inside the band gap of 

NiI2. Moreover, the decreasing of interlayer distance enhances proximity effect 

significantly, which induces a large exchange splitting (about 87 meV) in graphene 

(Fig. 3.5(d)). To elucidate the mechanism responsible for the shift of Dirac cones, 

the transferred charge between graphene and NiI2 layer is analyzed as shown in Fig. 

3.6. When contact with NiI2, graphene layer donates electrons to NiI2 layer since 

𝑊𝑊𝐺𝐺𝐺𝐺  (4.21 eV) is smaller than 𝜒𝜒𝑁𝑁𝑁𝑁𝑁𝑁2  (4.72 eV). Therefore, the Dirac cones of 

graphene are shifted above the 𝐸𝐸𝐹𝐹 in Gr/NiI2 (Fig. 3.6 left inset). As decreasing the 

interlayer distance, the transferred electrons from graphene to NiI2 begin to decrease 

gradually, and when ∆𝑑𝑑 < -0.55 Å, the electrons flow from NiI2 to graphene. Thus, 

the Dirac cones of graphene shifted back to the 𝐸𝐸𝐹𝐹 (Fig. 3.6 right inset). 

Finally, we focus on the topological properties of Gr/NiI2 heterostructure with 

∆𝑑𝑑 = -0.7 Å. When SOC is included, a small band gap opens at the crossing point of 
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two bands with opposite spin orientation and the 𝐸𝐸𝐹𝐹 is right inside the SOC-induced 

band gap as shown in Fig. 3.7(a) and (b). Due to different sublattice A and B of 

graphene, the SOC-induced band gap around K (4.42 meV) and K′ (2.19 meV) are 

not equal. To elucidate the mechanism of the band gap opening induced by SOC, we 

adopt the low-energy effective model of graphene [154]: 

𝐻𝐻(𝑘𝑘) = −𝑣𝑣𝑓𝑓�𝜂𝜂𝜎𝜎𝑥𝑥𝑘𝑘𝑥𝑥 + 𝜎𝜎𝑦𝑦𝑘𝑘𝑦𝑦�𝑰𝑰𝒔𝒔 + 𝑀𝑀𝑰𝑰𝝈𝝈𝑆𝑆𝑧𝑧 + 𝜆𝜆𝑅𝑅
2
�𝜂𝜂𝜎𝜎𝑥𝑥𝑆𝑆𝑦𝑦 − 𝜎𝜎𝑦𝑦𝑆𝑆𝑥𝑥� + 𝑈𝑈𝜎𝜎𝑧𝑧𝑰𝑰𝒔𝒔 (3.2) 

 

 

Fig. 3.5 The band structure of (a) prinstine NiI2, (b) Gr/NiI2 with  ∆𝑑𝑑 = 0 Å and (c) 

∆𝑑𝑑 = -0.7 Å. (d) Zoom in the black dashed circle of panel (c). Red and blue lines 

presents the spin-up and spin-down bands, respectively. 

 

 
Fig. 3.6 The transferred charge between graphene and NiI2 layer as a function of the 

interlayer distance decreasing (∆𝑑𝑑 ). The positive (negative) value of transferred 
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charge represents the electron accumulation (depletion). Insets: The schematic of 

energy levels nearby 𝐸𝐸𝐹𝐹 for Gr/NiI2. 
 
where the 𝑣𝑣𝑓𝑓  is the fermi velocity, 𝜂𝜂 = ±1  for K  and K′  respectively. 𝜎𝜎  and 𝑠𝑠  are 

Pauli matrices which act on sublattices and spin respectively. In Eq. 2.2, the first term 

is the Hamiltonian of pristine graphene, the second term is magnetic exchange field, 

the third term is Rashba SOC and the last term represents staggered sublattice 

potential. For pure graphene, there are linear Dirac bands at both K and K′ points. 

When decreasing the interlayer distance between graphene and NiI2, a large magnetic 

exchange field is induced, which makes spin-up and spin-down Dirac bands cross 

each other. When the Rashba SOC is included, the band gaps open at the crossing 

points of Dirac bands with opposite spin orientations at both K  and K′  points. By 

fitting the band structures with DFT calculations as shown in Fig. 3.7 (c) and (d), the 

parameters for K and K′ in low-energy effective model can be obtained. For K point, 

𝑣𝑣𝑓𝑓 ≈ 2.5 eV, 𝑀𝑀 ≈ 40.0 meV, 𝜆𝜆𝑅𝑅 ≈ 4.0 meV and 𝑈𝑈 ≈ 0 meV, and for K′ point, 𝑣𝑣𝑓𝑓 ≈ 

2.5 eV, 𝑀𝑀 ≈ 41.5 meV, 𝜆𝜆𝑅𝑅 ≈ 2.0 meV and 𝑈𝑈 ≈ 0 meV. To determine the existence of 

QAHE in compressed Gr/NiI2, we integrate the Berry curvature Ω(𝒌𝒌) over the first 

Brillouin zone by [174] 

Ω(𝒌𝒌) = −∑ 𝑓𝑓𝑛𝑛𝑛𝑛 ∑ 2Im
�𝜓𝜓𝑛𝑛𝒌𝒌�𝑣𝑣𝑥𝑥�𝜓𝜓𝑛𝑛′𝒌𝒌��𝜓𝜓𝑛𝑛′𝒌𝒌�𝑣𝑣𝑦𝑦�𝜓𝜓𝑛𝑛𝒌𝒌�

(𝐸𝐸𝑛𝑛′−𝐸𝐸𝑛𝑛)2𝑛𝑛′≠𝑛𝑛  (3.3) 

where 𝑓𝑓𝑛𝑛 is the Fermi-Dirac distribution function, 𝑣𝑣𝑥𝑥(𝑦𝑦) are the velocity operators and 

𝐸𝐸𝑛𝑛  is the eigenvalue of the 𝜓𝜓𝑛𝑛𝑛𝑛 . From Figs. 3.7(c) and (d), one can see that the 

calculated Berry curvatures have the same sign around K  and K′  points. By 

integrating the Berry curvatures over the Brillouin zone, we obtain the Chern number 

C = -2, which confirms the QAHE existence in compressed Gr/NiI2. Moreover, the 

intrinsic hall conductivity is determined by the Berry curvatures [175], as: 

𝜎𝜎 = 𝑒𝑒2

ℎ
1
2𝜋𝜋 ∫ 𝑑𝑑𝒌𝒌2Ω(𝒌𝒌)𝐵𝐵𝐵𝐵  (3.4) 

where 𝑒𝑒 is the elementary charge and ℎ is the Planck constant. With the parameters 

obtained from fitting low-energy effective model to DFT results, the anomalous Hall 



 
 

37 
 

conductivity 𝜎𝜎𝑥𝑥𝑥𝑥  is obtained as shown in Fig. 3.8. As expected, 𝜎𝜎𝑥𝑥𝑥𝑥  is quantized 

(2𝑒𝑒2/ℎ) when the Fermi level is in band gap of the system. As Fermi level moving 

away from band gap, the 𝜎𝜎𝑥𝑥𝑥𝑥 rapidly reaches to zero. Notably, the exchange field and 

Rashba SOC can be induced simultaneously by the proximity of the NiI2 substrate 

and will be enhanced if interlayer distance decreasing. As an example, we show that 

for ∆𝑑𝑑 = -1.1 Å, the magnetic exchange splitting is enlarged to 253 meV and global 

band gap of the system is increased to 4.82 meV. 

 

 
Fig. 3.7 (a) The band structure of Gr/NiI2 with ∆𝑑𝑑 = -0.7 Å when SOC is included. 

(b) Zoom in the red dashed circle of panel (a). (c) The black lines and red dots 

represent band structure obatined from the low-energy effective model and DFT 

calculations respectively. The purple lines represent the calculated Berry curvature. 

(d) The same as (c), except around the  K′ point. 

 

 
FIG. 3.8 Anomalous Hall conductance as a function of Fermi level calculated from 

the low-energy effective model. 
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3.4 Summary 
In this chapter, we systematically investigate the magnetic anisotropy and 

topological properties of Gr/NiI2 heterostructures. We find that PMA of NiI2 can be 

effectively enhanced thanks to the graphene proximity. This PMA enhancement is 

caused by competition between MAE arising from 𝑝𝑝𝑦𝑦, 𝑝𝑝𝑥𝑥 hybridization and 𝑝𝑝𝑦𝑦, 𝑝𝑝𝑧𝑧 

hybridization in I1 atoms. Furthermore, by second-order perturbation theory, we 

elucidate that the MAE arising from hybridization is originated from the electronic 

states of I1 atoms. Moreover, by decreasing the interlayer distance, the Dirac cones 

of graphene can be shifted into the band gap of NiI2, which together with an enhanced 

Rashba SOC, can lead to QAHE. Our findings demonstrate the enhancement of PMA 

in NiI2 by tuning the vdW interlayer distance, which provides a novel approach for 

controlling the magnetic anisotropy of 2D FM semiconductor, and reveal a possible 

van der Waals system to realize QAHE.  
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Chapter 4 Spin-valley coupling in VSi2N4 

monolayer  

4.1 Introduction 
The valley, which indicates the maximum of valence bands or minimum of 

conduction bands, is a new degree of freedom of carriers besides the charge and spin. 

The valley degree of freedom can be used to encode, store and transmit information, 

and due to large valley separation in reciprocal space, the valley index is robust 

against the scatterings of smooth deformations and phonons [65-70]. Therefore, 

materials with valley characters are very promising in the next-generation electronic 

devices with high-storage density and low-energy consumption. Because of the 

inversion symmetry breaking (ISB) of structures and strong SOC from d orbitals in 

transition metal atoms, 2H-phase Transition-metal dichalcogenides (2H-TMDCs), 

such as MoS2, MoSe2, WS2 and WSe2 monolayers, have been demonstrated to be able 

to harbor valley physics, and some interesting phenomena including valley Hall effect, 

valley polarization, and the control of valley pseudospin have been realized in these 

systems [71-73, 176-179]. The key for developing the practical valleytronic devices 

is inducing the large valley polarization. The optical pumping with circularly 

polarized light can realize the valley polarization, but optical pumping is a dynamic 

process and require complicated equipment, which is inconvenient for practical 

devices. Another approach is using magnetism to break valley degeneracy since the 

valley are directly coupled with spin. However, the valley polarization induced by an 

external magnetic field is very small, about 0.1 meV/T; magnetic dopants tend to 

form clusters limiting the quality of the systems; and for magnetic proximity effects, 

the substrate usually deforms electronic states of the host, and the interlayer 

interaction is easily influenced by inevitable surface defects. For overcoming above 

shortages, materials are naturally required to process intrinsic long-range 
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ferromagnetism or antiferromagnetism, miniaturization, and valley characters 

simultaneously. 

Recently, MoSi2N4 and WSi2N4, which are a new type of two-dimensional (2D) 

layered materials, were synthesized by chemical vapor deposition (CVD) method; 

moreover, it has been theoretically reported that VSi2N4 monolayer is a half-metallic 

ferromagnet and process the same crystal structure with MoSi2N4 and WSi2N4 [180]. 

In this chapter, we unveil that VSi2N4 monolayer is a ferromagnetic (FM) 

semiconductor with valley properties. By tuning the magnetization orientation from 

in-plane (IP) to out-of-plane (OOP), a large valley polarization of 63.11 meV can be 

achieved. Furthermore, we obtain a formula of energy splitting under SOC and adopt 

a tight-binding model, which elucidates the physical picture of spin-valley coupling 

in VSi2N4. The valley polarization and opposite Berry curvatures at  −K and +K 

result in the AVHE in VSi2N4 when magnetization orientation is OOP. More 

interestingly, under 4% tensile strain, the VSi2N4 monolayer can be tuned to a 

“ferrovalley” material with a spontaneous valley polarization of 71.71 meV. These 

results demonstrate that VSi2N4 monolayer can be a good candidate for spintronic 

and valleytronic applications. 

4.2 Methodology 
The first-principles calculations within density functional theory (DFT) are 

implemented in the Vienna ab initio simulation package (VASP). The exchange-

correlation interaction is treated by the generalized gradient approximation (GGA) 

based on the Perdew-Burke-Ernzerhof (PBE) function. The cutoff energies for 

expanding plane wave basis are 520 eV, and the convergence criteria of electronic 

iteration is set to 10-7 eV. All structures are relaxed until Hellmann-Feynman force 

on each atom is less than 0.001 eV/Å. To describe strongly correlated 3d electrons of 

V [181], the GGA+U method is applied (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 3 eV). Moreover, we compare band 

structures of VSi2N4 obtained from GGA+U with that from the hybrid functional 

HSE06 [182], since the later usually gives more accurate electronic states. The 
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Brillouin zone is sampled using 17×17×1 and 13×13×1 Г-center k-point grids for 

GGA+U and HSE06, respectively. The phonon dispersions are calculated by 

PHONOPY code [183] with a 4×4×1 supercell. The maximally-localized Wannier 

functions (MLWFs) calculated by the WANNIER90 package [184] are applied for 

obtaining the Berry curvature and anomalous hall conductivity. 

4.3 Results and discussion 

4.3.1 Structural and magnetic properties of VSi2N4 

The crystal structure of VSi2N4 monolayer is shown in Fig. 4.1(a). VSi2N4 

consists of septuple layers of N-Si-N-V-N-Si-N, with atoms in each layer forming a 

2D hexagonal lattice. The central V atom is coordinated by six neighboring N atoms 

in a trigonal prismatic geometry, and then this VN2 layer is sandwiched by two Si-N 

bilayers. The optimized lattice constant is 2.88 Å which is consistent with the 

previous theoretical result [180]. The crystal symmetry of VSi2N4 is 𝐷𝐷3ℎ, and the 

inversion symmetry is broken like 2H-TMDCs. We also find that the VSi2N4 has 

different formula and structure compared with MXene. The later has specific formula 

Mn+1XnTx, where M (early transition metal) layers are interleaved by X 

(carbon/nitrogen) layers, and the surface is terminated by T 

(oxygen/hydroxyl/fluorine) [185, 186]. Furthermore, we calculate the electron 

localization function [see Fig. 4.1(b)] to elucidate bonding types in VSi2N4. For the 

nearest-neighboring (NN) V and N atoms, electrons are mainly localized around N, 

which indicates an ionic bonding; and highly localized electrons between the NN Si 

and N atoms suggests that there is a covalent bonding between them. The phonon 

spectrums [see Fig. 4.1(c)] demonstrate that VSi2N4 is dynamically stable.  

Next, we focus on the magnetic properties of VSi2N4. According to 

Goodenough-Kanamori-Anderson rules [187-189], the super-exchange coupling 

between two V atoms through intervening N atom is FM since the bonding angle of 

V-N-V (90.26°) is very close to 90.00°. By comparing the energy difference of FM 

and AFM states of a 2×1×1 supercell, we confirm that the NN exchange coupling 𝐽𝐽 
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of two V is FM with magnitude of 29.70 meV. To determine the MAE of VSi2N4, we 

calculate the energy difference between different spin directions of V atoms when 

SOC effect is considered. Here, we choose the energy when the magnetization 

orientation is parallel to the positive x-axis (+x) as a reference, and the corresponding 

coordinate is shown in Fig. 4.1(a). It can be seen in Fig. 4.1(d) that VSi2N4 has an 

easy magnetization plane, i.e., there is no energy consumption when magnetization 

rotates in the plane of 2D layer. The coexistence of local magnetic moments (1.2 𝜇𝜇𝐵𝐵 

in V-3d orbitals) and easy magnetization plane indicates that VSi2N4 belongs to the 

family of 2D XY magnets. For a 2D XY magnet, the magnetic order can be stabilized 

under a finite-size limit, and the Berezinsky-Kosterlitz-Thouless transition [190] 

could occur at a critical temperature (𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵 ) which can be estimated as 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵 =

0.89𝐽𝐽/𝑘𝑘𝐵𝐵 [191, 192], where the 𝑘𝑘𝐵𝐵 is the Boltzmann constant. With 𝐽𝐽 = 29.70 meV, 

we obtain that the 𝑇𝑇𝐵𝐵𝐵𝐵𝐵𝐵 for VSi2N4 is around 307 K, which is over room temperature. 

 

 
Fig. 4.1 (a) The top and side views of the crystal structure, (b) electron localization 

function, (c) phonon dispersions and (d) magnetic anisotropy of VSi2N4 monolayer. 

In (a) and (b), the red, grey and blue balls represent V, N and Si elements, respectively. 
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4.3.2 Spin-valley coupling  

For obtaining the accurate electronic states, we test the influence of  𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 on 

band structures of VSi2N4 monolayer as shown in Fig. 4.2. One can see that the 

VSi2N4 is half-metallic when 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 0 eV, and as 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 increasing, VSi2N4 becomes 

to an indirect bandgap semiconductor with appearing valleys at −K and +K points. 

When 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 increases to 3 eV, VSi2N4 becomes a direct bandgap semiconductor [see 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 3 eV of Fig. 4.2], and the valence band maximum (VBM) and conduction 

band minimum (CBM) consisting of electrons with same spin just locates at −K and 

+K points, which is very consistent with the band structure obtained from HSE06. 

These results indicate that the VSi2N4 is a material with valley properties.  

 

 

Fig. 4.2 Spin-polarized band structures of VSi2N4 obtained from GGA+U (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 

varies from 0 to 4 eV) and HSE06 without considering SOC effects. The red (blue) 

represents spin-up (spin-down).  
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Notably, the bandgap is continuously decreasing when the 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 (the correlation 

strength of 3d electrons of V) keeps increasing, which implies that valley-polarized 

QAHE, arising from band inversion of VBM and CBM at -K/+K point, is hopefully 

realized in this system by artificially setting appropriate 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 [193]. The correlation 

effects of 3d electrons of V becomes stronger when the 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 increases, thus resulting 

in that the 3d orbital splitting in octahedral crystal field decreases. In the following 

discussion, we choose 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 3 eV to show in detail how spin and valley are coupled 

with each other. Since the magnetic anisotropy of VSi2N4 is IP, we calculate the band 

structure when SOC is included with the magnetization along +x, as shown in Fig. 

4.3(a). One can see that the valley degeneracy is still preserved.  By overcoming an 

energy barrier of 63.99 𝜇𝜇eV, the magnetization orientation can be tuned from IP to 

OOP, and a relatively large valley polarization of 63.11 meV is induced [see Fig. 

4.3(b)]. The valley polarization is quantitatively defined as the energy difference 

between VBM at −K and +K, ∆𝐸𝐸 = 𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉,+𝐾𝐾 − 𝐸𝐸𝑉𝑉𝑉𝑉𝑉𝑉,−𝐾𝐾. One can see that this valley 

polarization only appears at valence bands while it is degenerate at conduction bands. 

Notably, these results yield good comparison with the band structures obtained from 

HSE06+SOC as illustrated in Fig. 4.4, and an even larger polarization of 93.51 meV 

is achieved via HSE06+SOC calculations. In Fig. 4.3(c), we show the valley 

polarization as a function of magnetization orientation. The value of valley 

polarization varies from 63.11 to −63.11 meV continuously when the magnetization 

rotates from +z to −z. 
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Fig. 4.3 The band structure of VSi2N4 monolayer with SOC when the magnetization 

along (a) + x and (b) + z. (c) The valley polarization ∆E   as a function of 

magnetization orientation. The magnetization rotates from −z to +z. (d) The orbital-

resolved band structure of VSi2N4 monolayer with SOC when the magnetization 

along +z. 

 

 
Fig. 4.4 Band structures of VSi2N4 obtained from HSE06+SOC with the 

magnetization along +x (left panel) and +z (right panel). 
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Next, we derive the formula for describing the quantitative relationship between 

magnetization orientation and valley polarization. Since the VBM and CBM of 

VSi2N4 are both occupied by electrons with identical spin, we can ignore the 

interaction between spin-up and spin-down states. The SOC Hamiltonian can be 

written as [194, 195]: 

𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠 ≈ 𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠
0 = 𝜆𝜆𝑆̂𝑆𝑧𝑧′(𝐿𝐿�𝑧𝑧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 1

2
𝐿𝐿�+𝑒𝑒−𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 1

2
𝐿𝐿�−𝑒𝑒+𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) (4.1) 

where 𝐿𝐿� and 𝑆̂𝑆 represents the operator of orbital angular momentum and spin angular 

momentum, and (𝑥𝑥 , 𝑦𝑦 , 𝑧𝑧 ) and (𝑥𝑥′ , 𝑦𝑦′ , 𝑧𝑧′ ) are the coordinate systems for 𝐿𝐿�  and 𝑆̂𝑆 , 

respectively. 𝐿𝐿�+ = 𝐿𝐿�𝑥𝑥 + 𝑖𝑖𝐿𝐿�𝑦𝑦 , and 𝐿𝐿�− = 𝐿𝐿�𝑥𝑥 − 𝑖𝑖𝐿𝐿�𝑦𝑦 . 𝜃𝜃  and 𝜙𝜙  are polar angles which 

define the spin orientation as shown in Fig. 4.5. The VBM and CBM are dominated 

by 𝑑𝑑𝑥𝑥𝑥𝑥, 𝑑𝑑𝑥𝑥2−𝑦𝑦2 and 𝑑𝑑𝑧𝑧2 orbitals of V atoms, respectively [see Fig. 4.3(d)]. The group 

symmetry of −K and +K points is 𝐶𝐶3ℎ. Accordingly, the basis functions are chosen 

as |𝜓𝜓𝑐𝑐⟩ = |𝑑𝑑𝑧𝑧2⟩  and |𝜓𝜓𝑣𝑣𝜏𝜏⟩ = �1
2
�|𝑑𝑑𝑥𝑥2−𝑦𝑦2� + 𝑖𝑖𝑖𝑖|𝑑𝑑𝑥𝑥𝑥𝑥�� , where 𝜏𝜏 = ±1  represents the 

valley index. The energy levels for valleys at valence and conduction bands can be 

defined as 𝐸𝐸𝑣𝑣𝜏𝜏 = �𝜓𝜓𝑣𝑣𝜏𝜏�𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠
0�𝜓𝜓𝑣𝑣𝜏𝜏�  and 𝐸𝐸𝑐𝑐 = �𝜓𝜓𝑐𝑐�𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠

0�𝜓𝜓𝑐𝑐� , respectively. 

Consequently, the energy difference between valleys at −K and +K points is given 

by: 

𝐸𝐸𝑣𝑣+ − 𝐸𝐸𝑣𝑣− = 𝑖𝑖 �𝑑𝑑𝑥𝑥2−𝑦𝑦2�𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠
0�𝑑𝑑𝑥𝑥𝑥𝑥� − 𝑖𝑖 �𝑑𝑑𝑥𝑥𝑥𝑥�𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠

0�𝑑𝑑𝑥𝑥2−𝑦𝑦2�. (4.2a) 

𝐸𝐸𝑐𝑐+ − 𝐸𝐸𝑐𝑐− = 0. (4.2b) 

Obviously, when SOC effect is considered, the valley degeneracy at valence bands is 

broken while it still keeps degenerate for conduction bands, which is consistent with 

the calculated band structure of VSi2N4. The basis functions |𝑑𝑑𝑥𝑥2−𝑦𝑦2� and |𝑑𝑑𝑥𝑥𝑥𝑥� has 

the form: 

|𝑑𝑑𝑥𝑥2−𝑦𝑦2� = 1
√2

(|𝑑𝑑+2⟩ + |𝑑𝑑−2⟩) (4.3a) 

|𝑑𝑑𝑥𝑥𝑥𝑥� = 1
√2

[−𝑖𝑖(|𝑑𝑑+2⟩ − |𝑑𝑑−2⟩)] (4.3b) 
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which results in 𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠
0�𝑑𝑑𝑥𝑥𝑥𝑥� ∝ −2𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�𝑑𝑑𝑥𝑥2−𝑦𝑦2� + 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

√2
(𝑒𝑒−𝑖𝑖𝑖𝑖|𝑑𝑑−1⟩ − 𝑒𝑒+𝑖𝑖𝑖𝑖|𝑑𝑑+1⟩) 

and 𝐻𝐻�𝑠𝑠𝑠𝑠𝑠𝑠
0�𝑑𝑑𝑥𝑥2−𝑦𝑦2� ∝ 2𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�𝑑𝑑𝑥𝑥𝑥𝑥� + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

√2
(𝑒𝑒−𝑖𝑖𝑖𝑖|𝑑𝑑−1⟩ + 𝑒𝑒+𝑖𝑖𝑖𝑖|𝑑𝑑+1⟩) . Inserting this 

relationship to Eq. (3.2a), we obtain 𝐸𝐸𝑣𝑣+ − 𝐸𝐸𝑣𝑣− ∝ 4𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 which means that the valley 

splitting will gradually disappear when spin rotates from OOP to IP. This result is 

just responsible for the variation of valley splitting as magnetization rotating which 

is obtained from first-principles calculations [see Fig. 4.3(c)]. Notably, the similar 

behavior of valley polarization has also been reported in the Mn/WS2 [98] and Nb3I8 

monolayer [195]  

In addition, we construct an effective Hamiltonian for VSi2N4 as the spin 

orientation along OOP:  

𝐻𝐻(𝑘𝑘) = 𝑰𝑰𝒔𝒔⨂ �𝑣𝑣𝑓𝑓�𝜏𝜏𝜏𝜏𝑥𝑥𝑘𝑘𝑥𝑥 + 𝜎𝜎𝑦𝑦𝑘𝑘𝑦𝑦� + ∆
2
𝜎𝜎𝑧𝑧� + 𝜏𝜏𝑆𝑆𝑧𝑧(𝜆𝜆𝑢𝑢𝜎𝜎+ + 𝜆𝜆𝑙𝑙𝜎𝜎−) − 𝑆𝑆𝑧𝑧(𝐵𝐵𝑢𝑢𝜎𝜎+ + 𝐵𝐵𝑙𝑙𝜎𝜎−) 

(4.4) 

where the 𝑣𝑣𝑓𝑓 is the Fermi velocity, ∆ is the gap and 𝜆𝜆𝑢𝑢 (𝜆𝜆𝑙𝑙) is the SOC parameter for 

the upper (lower) band. 𝐵𝐵𝑢𝑢 (𝐵𝐵𝑙𝑙) is the effective exchange splitting for the upper (lower) 

band, which originates from the intrinsic ferromagnetism of V atoms. In this model, 

we choose upper (lower) band instead of the valence (conduction) band. The 𝑆𝑆𝛼𝛼 and 

𝜎𝜎𝛼𝛼  (𝛼𝛼 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧 ) represent Pauli matrices for real spin and valley pseudospin, 

respectively. 𝜎𝜎± is defined as 1
2

(𝜎𝜎0 ± 𝜎𝜎𝑧𝑧). As shown in Fig. 4.6, the band structures 

obtained from the model agrees with DFT results very well, with the fitting 

parameters in units of eV: 𝑣𝑣𝑓𝑓 =  2.15, ∆ =  0.64, 𝜆𝜆𝑢𝑢 =  -0.0026, 𝜆𝜆𝑙𝑙 =  0.042, 𝐵𝐵𝑢𝑢 = 

1.49, and 𝐵𝐵𝑙𝑙 = 0.73. One can see that the value of effective exchange splitting 𝐵𝐵𝑢𝑢 (𝐵𝐵𝑙𝑙) 

is large, reflecting the strong internal ferromagnetic field of VSi2N4 which splits the 

spin-down and spin-up states. The combination of intrinsic FM coupling and SOC 

effect of localized 3d electrons of V generates the valley polarization in VSi2N4 when 

the magnetization is OOP. 
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Fig. 4.5 The (𝑥𝑥, 𝑦𝑦, 𝑧𝑧) coordinate is used for describing the orbital, and polar angles 𝜃𝜃 

and 𝜙𝜙 defines the orientation of spin.  

 

 

Fig. 4.6 Comparison between the band structures calculated from DFT results (dots) 

and low-energy effective model (lines). The red (blue) color represents spin-up (spin-

down). 
 

The valley polarization can give rise to AVHE in VSi2N4. To demonstrate this, 

we calculate the Berry curvature of VSi2N4 based on Eq 3.3. Figs. 4.7(a) and (b) show 

the calculated Berry curvatures as a contour map in the whole 2D Brillouin zone and 

as a curve along high-symmetry path. The Berry curvatures have opposite signs and 

different absolute values at −K and +K points while it closes to zero at other points 

in reciprocal space. Under an IP electrical field, the electrons or holes will acquire an 

anomalous velocity 𝑣𝑣~𝑬𝑬 × Ω(𝒌𝒌) . For VSi2N4, by shifting the Fermi level (𝐸𝐸𝐹𝐹 ) 

between −K and +K valleys in valence bands, the spin-up holes from +K valley 

move to one side of sample under an IP electrical field [see left panel in Fig. 4.7(d)], 
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resulting in the net Hall current. Based on the Eq 3.4, we calculated the anomalous 

Hall conductivity 𝜎𝜎𝑥𝑥𝑥𝑥. As shown in the shadow area of Fig. 4.7(c), valley-polarized 

𝜎𝜎𝑥𝑥𝑥𝑥  is achieved when the 𝐸𝐸𝐹𝐹  falls between the VBM of −K and + K valleys, 

confirming the existence of AVHE. Moreover, by the excitation of linearly polarized 

light with frequency satisfying  ∆+𝐾𝐾/ℏ ≤ 𝜔𝜔 ≤  ∆−𝐾𝐾/ℏ, the spin-up electrons and 

spin-down holes from +K valley will be generated and accumulate on the opposite 

boundary of sample under an IP electrical field as shown in right panel of Fig. 4.7(d). 

Here, the ∆+𝐾𝐾 and ∆−𝐾𝐾 represent the band gaps of +K and −K valleys respectively. 

 

 

Fig. 4.7 For the VSi2N4 monolayer: The distributions of Berry curvature (a) in the 

whole Brillouin zone and (b) along the high-symmetry points. (c) The anomalous hall 

conductivity as a function of 𝐸𝐸𝐹𝐹. (d) The schematics of the anomalous valley Hall 

effect under hole doping (left panel) and light-irradiation (right panel). The 

magnetization is along +z. The electrons and holes in valley +K are denoted by white 

‘−’, ‘+’ in the dark circles, and the red and blue arrows represent spin-up and spin-

down states. 

4.3.3 Strain-tunable valley properties  

To obtain valley polarization in VSi2N4, the spin orientation is required to be 

OOP. However, the magnetic anisotropy of pristine VSi2N4 is IP. We already know 
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that MAE is normally dominated by electronic states nearby the 𝐸𝐸𝐹𝐹 and the elements 

with relatively strong SOC [196, 197]. Therefore, the 𝑑𝑑𝑥𝑥𝑥𝑥, 𝑑𝑑𝑥𝑥2−𝑦𝑦2 and  𝑑𝑑𝑧𝑧2 orbitals 

of V atoms possibly play crucial roles in determining MAE of VSi2N4.  Since 𝑑𝑑𝑥𝑥𝑥𝑥 

and 𝑑𝑑𝑥𝑥2−𝑦𝑦2  are both IP orbitals, the MAE of VSi2N4 will be effectively tuned by 

biaxial strain as indicated by the blue line in Fig. 4(a). Notably, the magnetic 

anisotropy of VSi2N4 is tuned from IP to OOP when tensile strain reaches to 4%. 

Moreover, as strain is in the range of 4% - 8%, valley properties are still preserved as 

shown in Fig. 4.9. Due to the PMA, the spontaneous valley polarization around 70 

meV [see the orange line in Fig. 4.8(a)] has been generated in VSi2N4 under strain. 

Next, we choose the VSi2N4 under 6% strain as an example to exhibit valley-

dependent transport properties. Fig. 4.10 shows the band structures when SOC effect 

is considered, and one can see that the valley polarization appears at CBM resulting 

from the occupation of  𝑑𝑑𝑥𝑥𝑥𝑥 and 𝑑𝑑𝑥𝑥2−𝑦𝑦2 states according to previous model analysis. 

Similar to the pristine VSi2N4, Berry curvatures have the opposite signs and different 

absolute values at −K and +K points as shown in Figs. 4.8(b) and (c). When the 𝐸𝐸𝐹𝐹 

is shifted between −K and +K valleys in conduction bands, spin-up electrons from 

−K valley will acquire the anomalous velocity (𝑣𝑣~𝑬𝑬 × Ω(𝒌𝒌)) and accumulate at one 

boundary of sample under an IP electrical field as illustrated in the left panel  

 

 

Fig. 4.8 (a) The magnetic anisotropy (blue line) and valley polarization (orange line) 

as functions of strain. For the VSi2N4 monolayer under 6% tensile strain: The 

distributions of Berry curvature (b) in the whole Brillouin zone and (c) along the high-
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symmetry points. (d) The anomalous hall conductivity as a function of 𝐸𝐸𝐹𝐹. (e) The 

schematics of the anomalous valley Hall effect under electron doping (left panel) and 

light-irradiation (right panel). The magnetization is along +z. The electrons and holes 

in valley −K are denoted by dark ‘−’, ‘+’ in the hollow circles, and the red and blue 

arrows represent spin-up and spin-down states.  

 

of Fig. 4.8(e). Naturally, the valley-polarized 𝜎𝜎𝑥𝑥𝑥𝑥 is generated [see the shadow area 

of Fig. 4.8(d)], which demonstrates the existence of AVHE in VSi2N4 under strain. 

The spin-up electrons and spin-down holes from −K valley can also be excited by 

the linearly polarized light of the frequency satisfying ∆−𝐾𝐾/ℏ ≤ 𝜔𝜔 ≤  ∆+𝐾𝐾/ℏ  and 

move to the opposite sides of sample under an IP electrical field as shown in the right 

panel of Fig. 4.8(e). Notably, the size of bandgap is not only sensitive to 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 but also 

to tensile strain [see Fig. 4.9]. When the tensile strain increases from 1% to 4%, the 

bandgap is tuned from 364 to 26 meV. Unexpectedly, the size of bandgap is enhanced 

as strain keeps increasing from 4% to 8%. This variation implies that valley-polarized 

QAHE, arising from band inversion of VBM and CBM at -K/+K point, can also be 

achieved in this system by applying appropriate strain [198]. 

 

 

Fig. 4.9 Band structures of VSi2N4 under the 1%-8% tensile strains with considering 

SOC effect. 
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Fig. 4.10 Orbital-resolved band structures of VSi2N4 under 6% tensile strain when 

SOC is included. 

4.4 Summary 
In summary, via first-principles calculations, we find that the VSi2N4 monolayer 

is a ferromagnetic semiconductor with valley-contrasting physics. The intrinsic 

VSi2N4 is a XY magnet with a magnetic critical temperature over 300 K. By rotating 

the magnetization orientation from IP to OOP, the valley polarization of 63.11 meV 

can be achieved on the valence bands of VSi2N4, which results in the AVHE. 

Moreover, based on model analysis, we unveil that valley splitting is proportional to 

the cosine function of polar angle θ of spin, and the combination of intrinsic FM 

exchange coupling and SOC of localized 3d electrons of V gives rise the valley 

depolarization in VSi2N4 when spin is OOP. More interestingly, under 4% tensile 

strain, the magnetic anisotropy of VSi2N4 can be tuned from IP to OOP, and 

spontaneous valley polarization is generated, indicating that the AVHE can be 

realized in VSi2N4 without manipulating the magnetization orientation. Our work 

unveils the spin-valley coupling in VSi2N4, which makes VSi2N4 hopefully 

applicable in the valleytronic and spintronic nanodevices. 
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Chapter 5 Strain-tunable chiral magnetism 

in 2D Janus magnets 

5.1 Introduction 
2D magnets, which integrates the ideal interface, miniaturization, and long-

sought magnetism, provide a fascinating platform for the spintronic research. Some 

exciting phenomenon, such as huge tunneling magnetoresistance, long-distance 

magnon transports and magnetization switching driven by spin-orbital torque (SOT) 

[82, 84, 199, 200], have been realized in the 2D magnets-based device. However, 

most of these 2D magnets lack high 𝑇𝑇𝑐𝑐 or large PMA which are two key parameters 

in realizing the practical spintronic device with low-energy consumption, high-

thermal stability and high-storage density [7, 84, 201, 202]. Therefore, tremendous 

efforts have been devoted to searching intrinsic 2D magnets with high 𝑇𝑇𝑐𝑐 and large 

PMA, or effective method which can enhance these properties. For example, Huang 

et al propose that isovalent alloying can obviously enhance FM exchange coupling. 

Compared with CrI3, 𝑇𝑇𝑐𝑐 of semiconducting alloy compounds CrWI6 is enhanced from 

~50 K to ~180 K, and PMA is also enhanced from 1.5 meV/u.c. to 5.4 meV/u.c. [124]. 

Moreover, through breaking the inversion symmetry of 2D magnets, especially 

constructing the Janus structure [203, 204], the sizable DMI can be obtained. As an 

asymmetric exchange interaction induced by SOC, the DMI favors the formation of 

chiral magnetic structures, such as chiral domain walls and skyrmions, which can be 

manipulated by small electrical currents and are promising for spintronic applications 

in mid-term future [39, 205-208]. Furthermore, since the 2D magnets can be 

integrated into various heterostructures, the chiral spin textures are hopefully tuned 

by various proximity effects. For example, using the Edelstein effect [15], the spin 

current that arises from adjacent graphene layer could be injected in 2D magnets to 

control the motion of chiral spin textures. 
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 Magnetic properties are closely related with the structural parameters of 

materials, and strain can directly influence the structures of materials. Therefore, 

strain engineering has been shown as effective method for tuning different magnetic 

properties [209-211]. In FeRh/BaTiO3 heterostructure, the FeRh films can be 

transferred from AFM order to FM order by voltage-induced strain [212] and in 

Fe3GeTe2 monolayer, the strain-controlled PMA enhancement has been theoretically 

predicted [213]. For 2D materials, the lattice strain can be modified through 

interfacing with various substrates or fabricating stretchable heterostructures [214]. 

These results highlight possibility that tuning basic magnetic parameters and even 

inducing distinct spin textures in 2D Janus magnets through strain engineering. 

Above results highlight possibility that tuning basic magnetic parameters and 

even inducing distinct spin textures in 2D Janus magnets through strain engineering. 

Here, via first-principles calculations and Monte Carlo simulations (atomic spin 

model simulations), we systematically investigate the structural and magnetic 

properties of 2D Janus chromium dichalcogenides CrXTe (X=S, Se) under strain. 1T-

CrTe2 bulk is a layered compound and has high 𝑇𝑇𝑐𝑐 around 310 K [215]. Recently, 

few-layer 1T-CrTe2 has been exfoliated from the bulk phase and proved to be able to 

retain high 𝑇𝑇𝑐𝑐 [216], which makes Janus CrXTe monolayers hopefully fabricated. We 

find that the CrSTe monolayer has high 𝑇𝑇𝑐𝑐 of 295K and an out-of-plane magnetic 

anisotropy. In CrSeTe monolayer, the DMI is comparable to that in state-of-the-art 

FM/heavy metal (HM) heterostructures, which can favor the formation of chiral DW 

and skyrmions. As tensile strain increasing, the FM exchange coupling and PMA of 

Janus CrXTe monolayers both increase significantly, and the magnitude of DMI is 

reduced. Therefore, the ferromagnetism of Janus CrXTe monolayers is obviously 

enhanced, specially, distinct spin textures are induced in CrSeTe monolayer. 

5.2 Methodology  
We have performed first-principles calculations within density functional theory 

(DFT) as implemented in the Vienna ab initio simulation package (VASP). The 
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exchange correlation effects are calculated within the generalized gradient 

approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) form. In order to describe 

the strongly correlated 3d electrons of Cr, the GGA+U method is applied (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 2 

eV) [217, 218]. The atom positions are fully relaxed until the Hellmann-Feynman 

force is less than 10-3 eV/Å.  The cutoff energy is set to 400 eV, and Γ-centered 

24×24×1 k-point grids are good enough for sample the Brillouin zone. Phonon 

dispersions are calculated by the PHONOPY code.  To investigate the magnetic 

properties of CrXTe, we adopt the following model Hamiltonian: 

𝐻𝐻 = −𝐽𝐽∑ 𝑺𝑺𝑖𝑖<𝑖𝑖,𝑗𝑗> 𝑺𝑺𝑗𝑗 − 𝐾𝐾∑ (𝑆𝑆𝑖𝑖𝑧𝑧)2𝑖𝑖 − ∑ 𝑫𝑫𝑖𝑖𝑖𝑖<𝑖𝑖,𝑗𝑗> ∙ �𝑺𝑺𝑖𝑖 × 𝑺𝑺𝑗𝑗� − 𝜇𝜇𝐶𝐶𝐶𝐶𝐵𝐵 ∑ 𝑆𝑆𝑖𝑖𝑧𝑧𝑖𝑖  (5.1) 

In this equation, 𝑺𝑺𝑖𝑖 is a unit vector representing the orientation of the spin of the 

ith Cr atom, and <i, j> represents the nearest-neighbor Cr atom pairs. 𝐽𝐽, 𝐾𝐾, and 𝑫𝑫𝑖𝑖𝑖𝑖 

represent the Heisenberg exchange coupling, single ion anisotropy and DMI 

respectively. To obtain the 𝐽𝐽, we build a 2×1×1 supercell and calculate the energies 

of two collinear spin configurations shown in Fig. 5.1. The total energies for these 

spin configurations are:  

𝐸𝐸𝐹𝐹𝐹𝐹 = 𝐸𝐸0 − 6𝐽𝐽 (5.2a) 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 = 𝐸𝐸0 + 2𝐽𝐽 (5.2b) 

Therefore, 𝐽𝐽  equals (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐹𝐹𝐹𝐹)/8 . The 𝐾𝐾  is defined as the energy difference 

between in-plane and out-of-plane magnetizations of a 1 × 1 unit cell of CrXTe. For 

obtaining the orbital-hybridization-resolved and atom-resolved MAE, the spin-orbit 

coupling is calculated for each orbital angular momentum, and all elements in spin-

orbit coupling matrix are obtained. By comparing the SOC matrix between out-of-

plane and in-plane magnetization, one can get orbital-resolved MAE. The atom-

resolved MAE is just the integration of MAE of each specific atom. The DMI vector 

𝑫𝑫𝑖𝑖𝑖𝑖 can expressed as: 

𝑫𝑫𝑖𝑖𝑖𝑖 = 𝑑𝑑∥�𝒛𝒛� × 𝒖𝒖�𝑖𝑖𝑖𝑖� + 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧𝒛𝒛� (5.3) 

Here, 𝑑𝑑∥  and 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧  are in-plane and out-of-plane component of 𝑫𝑫𝑖𝑖𝑖𝑖  respectively. To 

obtain 𝑑𝑑∥, we calculate the energies of clockwise (CW) and anticlockwise (ACW) 
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spin configurations as shown in Fig. 5.2, and 𝑑𝑑∥ equals (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐶𝐶𝐶𝐶)/12 [47]. Due 

to the sign variation of 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧  for the six nearest neighbors of the Cr atom, the 

contribution to total DMI from 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧 vanishes in average. To obtain the atom-resolved 

localization of the SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠, the SOC is calculated for each atom 

layer in Janus structures. By comparing the atom-layer SOC energy between the 

opposite chiral spin configurations, one can obtain the ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠. 

 

 

Fig. 5.1 Spin configurations for the calculations of J. 

 

 
Fig. 5.2 Top view and side view of CW (left panel) and ACW (right panel) spin 

configurations implemented to calculate the DMI. 

 

The SOC is included in the calculation of the 𝐾𝐾 and 𝑫𝑫𝑖𝑖𝑖𝑖 except the 𝐽𝐽. The SOC 

effect on 𝐽𝐽 is also tested. We find that for the pristine CrS(Se)Te monolayer, 𝐽𝐽 = 23.94 

(15.22) meV when SOC is considered, which is very close to 𝐽𝐽 = 24.00 (15.11) meV 

without SOC. The sign convention is that 𝐽𝐽 > 0 represents FM coupling, 𝐾𝐾 > 0 refers 

to PMA and in-plane DMI component 𝑑𝑑∥ > 0 favors CW spin configurations. Based 

on calculated magnetic parameters and spin Hamiltonian Eq. 5.1, the Monte Carlo 
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(MC) simulations with Metropolis algorithm are applied to explore the spin textures 

and estimate 𝑇𝑇𝑐𝑐 of CrXTe. The specific process of MC simulations with Metropolis 

algorithm can be understood as: (1) an initial state is given. (2) change the spin of site 

i from 𝑺𝑺𝑖𝑖 to 𝑺𝑺𝑖𝑖′ randomly. (3) Calculate the energy change ∆𝐸𝐸 = 𝐸𝐸(𝑺𝑺𝑖𝑖) − 𝐸𝐸(𝑺𝑺𝑖𝑖′) and 

probability 𝑃𝑃 = exp (− ∆𝐸𝐸
𝑘𝑘𝐵𝐵𝑇𝑇

). (4) Generate a random number 𝑟𝑟, which is between 0 

and 1. (5) if 𝑃𝑃 > 𝑟𝑟, accept the spin variation. (6) Go to the next site and start from 

step (3) until covering all the spins in system. (7) Keep running the whole process 

until the total energy of the system reaches equilibrium.  

In all MC simulations, a 160×160×1 supercell with periodic boundary is adopted 

and for making the system reaches thermal stability, 2×105 MC steps are employed 

for each temperature point. All MC simulations are performed with JuMag package 

[219]. 

5.3 Results and discussion 

5.3.1 Pristine CrXTe (X=S, Se) monolayer 

The crystal structure of CrXTe monolayers is shown in the Fig. 5.3(a). The Cr 

atoms in central layer forms a triangular lattice with C6v symmetry, and after 

sandwiched by two atomic layers of different chalcogen atoms represented by light-

green (X) and dark-green (Te) balls, the overall symmetry reduces to C3v. The 

optimized structural parameters of CrXTe monolayers and magnetic moments of Cr, 

X and Te atoms are listed in Table 5.1. The optimized lattice constant of CrSTe is 

smaller than CrSeTe, due to the smaller atomic radii of S compared with that of Se.  

With the same computational method and accuracy, we also obtain the lattice constant 

of CrTe2 monolayer, 3.70 Å, which yields good comparison with the experimental 

value of CrTe2 bulk, 3.79 Å [216]. One can see that the lattice constant of CrSTe and 

CrSeTe is smaller than CrTe2 due to the largest radii of Te among the S, Se and Te. 

For a specific CrXTe monolayer, the atomic radii of Te is larger than that of X. 

Therefore, 𝑑𝑑1 and 𝜃𝜃2  is always smaller than 𝑑𝑑2 and 𝜃𝜃1 respectively. The difference 

of top and bottom atom layer induces ISB in CrXTe monolayer, which is essential for 
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DMI. The main contribution to magnetism of CrXTe comes from the Cr atoms, 

meanwhile, X and Te are both effectively spin-polarized due to proximity effects. To 

confirm the structural stability of CrXTe monolayers, we calculate phonon spectrums 

as shown in Fig. 5.3(b) and (c). One can see that there is no imaginary frequency in 

Brillouin zone, which suggests that CrXTe monolayers are dynamically stable. 

Furthermore, to investigate electronic states of CrXTe monolayers, we calculate the 

orbital and spin projected band structures as shown in Fig. 5.4. The band structures 

show that CrXTe monolayers are metallic. For spin-up channel, the occupied states 

are dominated by 3d electrons of Cr. However, for spin-down channel, the occupied 

states mainly come from p states of X and Te. These results are consistent with the 

opposite spin orientations between Cr and X, Te as shown in Table 5.1.  

 

Table 5.1 The optimized lattice constants a, bond length of Cr-X 𝑑𝑑1 and Cr-Te 𝑑𝑑2, 

bonding angle of Cr-X-Cr 𝜃𝜃1 and Cr-Te-Cr 𝜃𝜃2, and magnetic moments of Cr 𝜇𝜇𝐶𝐶𝐶𝐶, S 

𝜇𝜇𝑆𝑆, Se 𝜇𝜇𝑆𝑆𝑆𝑆 and Te 𝜇𝜇𝑇𝑇𝑇𝑇 of Janus CrXTe monolayer. The unit of a, 𝑑𝑑1, and 𝑑𝑑2 is Å. The 

unit of 𝜃𝜃1 and 𝜃𝜃2 is deg. The unit of 𝜇𝜇𝐶𝐶𝐶𝐶, 𝜇𝜇𝑆𝑆, 𝜇𝜇𝑆𝑆𝑆𝑆, and 𝜇𝜇𝑇𝑇𝑇𝑇 is 𝜇𝜇𝐵𝐵. The opposite sign of 

magnetic moment between S, Se, Te and Cr atoms reveals that the exchange coupling 

between them is AFM. 

 a 𝑑𝑑1 𝑑𝑑2 𝜃𝜃1 𝜃𝜃2 𝜇𝜇𝐶𝐶𝐶𝐶 𝜇𝜇𝑆𝑆 𝜇𝜇𝑆𝑆𝑆𝑆 𝜇𝜇𝑇𝑇𝑇𝑇 

CrSTe 3.47 2.34 2.84 95.66 75.22 3.13 -0.20 -- -0.15 

CrSeTe 3.56 2.48 2.82 91.67 78.26 3.20 -- -0.25 -0.18 

5.3.2 Strain tunable magnetic parameters 

Now we focus on the magnetic interaction parameters including 𝐽𝐽, 𝐾𝐾, and 𝑑𝑑∥, 

and their change under strain. The value of strain is defined as the (𝑎𝑎 − 𝑎𝑎0)/𝑎𝑎0, 

where 𝑎𝑎 and 𝑎𝑎0 are the lattice constants of strained and unstrained CrXTe monolayers. 

As shown in Fig. 5.3(c), the nearest-exchange coupling of CrS(Se)Te monolayer is 

FM and when the tensile strain increases from 0% to 5%, the magnitude of this FM 

coupling can be effectively enhanced from 24.00 (15.11) to 32.19 (28.78) meV. Fig. 

5.3(d) shows 𝐾𝐾 of CrXTe as a function of strain. One can see that pristine CrSTe has 
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PMA of 0.29 meV, and CrSeTe has IMA of 0.07 meV. Interestingly, by just 5% 

tensile strain, the PMA of CrS(Se)Te can be significantly enhanced to 1.51 (2.35) 

meV, which is much larger than that of CrI3, 0.80 meV [217]. We find that CrXTe 

monolayers have sizable DMI as shown in Fig. 5.3(e). Especially, the 𝑑𝑑∥ of pristine 

CrSeTe monolayer reaches to 2.01 meV, which is comparable to state-of-the-art 

FM/HM heterostructures, such as Pt/Co (~3.0 meV) [220] and Fe/Ir(111) (~1.7 meV) 

[221], thin films that has been demonstrated to be able to host chiral spin textures. 

One also can see that the tensile strain reduces the magnitude of 𝑑𝑑∥ of both CrSTe 

and CrSeTe monolayers. For the CrTe2 monolayer, 𝐽𝐽 = 2.16 meV, 𝐾𝐾 = -2.14 meV, 

and 𝑑𝑑∥ = 0 meV. One can see that, compared with the CrTe2 monolayer, the FM 

coupling and IMA is obviously increased and decreased respectively in Janus 

structures, which is more beneficial for the formation of long-range magnetic order 

under finite temperature. 

 

 
Fig. 5.3 Top view and side view of crystal structures and (b) Phono dispersions of 

Janus CrXTe monolayers. (c) The nearest-neighboring exchange coupling 𝐽𝐽 , (d) 

single ion anisotropy 𝐾𝐾 and (e) in-plane DMI component 𝑑𝑑∥ as functions of strain in 

Janus CrXTe monolayers. 
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Fig. 5.4 Orbital-resolved spin-up (left panel) and spin-down (right panel) band 

structures of CrSTe and CrSeTe. Red, green and blue hollow circles represent the 

contribution from 3d orbitals of Cr, 4p orbitals of Se, and 5p orbitals of Te 

respectively. 

 

The physical mechanisms of the change of 𝐽𝐽 and 𝐾𝐾 under strain are similar for 

CrSTe and CrSeTe. Therefore, in the following discussion, we choose CrSeTe as an 

example to detailly show how tensile strain enhances the FM coupling and PMA. 

Since the bonding angle of Cr-Se/Te-Cr is close to 90°, according to the Goodenough-

Kanamori-Anderson (GKA) rules, the indirect exchange coupling between two 

nearest-neighboring Cr cations through intervening Se/Te anion is FM (up panel of 

Fig. 5.5(a)). On the contrary, the direct exchange coupling between two nearest-

neighboring Cr cation is AFM (down panel of Fig. 5.5(a)). The competition between 

indirect FM and direct AFM couplings decides the final magnetic arrangement of Cr 

atoms. When tensile strain is applied, the Cr-Te and Cr-Se distances hardly change 

(blue and black line in Fig. 5.5(b)), whereas, the Cr-Cr distance obviously increases 

(red line in Fig. 5.5(b)). Therefore, compared with indirect FM coupling, the direct 

AFM coupling decreases more strongly, which results the effective enhancement of 

𝐽𝐽 [222].  
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Fig. 5.5 (a) Schematic diagrams of Cr-Se/Te-Cr superexchange and Cr-Cr direct 

exchange couplings in Janus CrSeTe monolayer. (b) Bond lengths of Cr-Cr, Cr-Te 

and Cr-Se as functions of the strain. 

 

From the atom-resolved MAE of the CrSeTe monolayer [Fig. 5.6(a)], one can 

see that the PMA of Te atom is enhanced significantly by tensile strain, which is 

responsible for the 𝐾𝐾 increasing. To further elucidate mechanisms of MAE change of 

Te atom, we perform a comparative analysis of MAE from orbital hybridization 

between the CrSeTe monolayer under 0% and 5% tensile strain as shown in Fig. 5.6(b) 

and (c). For Te in pristine CrSeTe, the hybridization between  𝑝𝑝𝑦𝑦 and  𝑝𝑝𝑥𝑥 gives rise to 

IMA, however the hybridization between 𝑝𝑝𝑦𝑦  and 𝑝𝑝𝑧𝑧  constitutes PMA. The small 

magnitude of anisotropy of Te in pristine CrSeTe arises from the competition of these 

two hybridizations. When the strain is applied on the CrSeTe, the PMA contribution 

comes from the 𝑝𝑝𝑦𝑦  and 𝑝𝑝𝑧𝑧  hybridization significantly increases and the IMA 

contribution arisen from 𝑝𝑝𝑦𝑦 and  𝑝𝑝𝑥𝑥 hybridization hardly change, which results the 

giant PMA enhancement of the CrSeTe monolayer. Furthermore, we investigate the 

origin behind the change of MAE arising from 5p orbital hybridization of the Te atom. 

According to the second-order perturbation theory, the MAE can be expressed as Eq. 

2.1 where the difference of spin-orbital angular momentum matrix elements are 
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shown in Table 5.2. In Fig. 5.6(d) and (e), we plot the projected density of states 

(pDOS) for Te atoms of CrSeTe monolayers under 0% and 5% tensile strain. One can 

see that the spin-down occupied 𝑝𝑝𝑧𝑧  states (𝑝𝑝𝑧𝑧𝑜𝑜
− ) is shifted to the Fermi level 𝐸𝐸𝐹𝐹 

(indicated by the dashed blue arrow in Fig. 5.6(e)) when tensile strain is enhanced. 

The matrix elements difference between 𝑝𝑝𝑧𝑧𝑜𝑜
− and spin-up unoccupied 𝑝𝑝𝑦𝑦 states (𝑝𝑝𝑦𝑦𝑢𝑢

+) 

is 1 as shown in Table 5.2, which is responsible for PMA contribution from 𝑝𝑝𝑦𝑦 and 

𝑝𝑝𝑧𝑧  hybridization. Due to the shift of 𝑝𝑝𝑧𝑧𝑜𝑜
−  states, the value of 𝐸𝐸𝑢𝑢𝜎𝜎

′ − 𝐸𝐸𝑜𝑜𝜎𝜎  obviously 

decreases. Therefore, the positive MAE from 𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧 hybridization is enhanced. 

Compared with 𝑝𝑝𝑧𝑧 states, the 𝑝𝑝𝑥𝑥 and 𝑝𝑝𝑦𝑦 states barely change, which is responsible for 

the much smaller variation of MAE from 𝑝𝑝𝑥𝑥 and 𝑝𝑝𝑦𝑦 hybridization. 

 

Table 5.2 The matrix differences between magnetization along z [001] and x [100] in 

Eq. 2.1. 𝑢𝑢+, 𝑜𝑜− and 𝑜𝑜+ represent unoccupied spin-up states, occupied spin-down and 

spin-up states respectively. 

𝑢𝑢+ 
𝑜𝑜−  𝑜𝑜+ 

𝑝𝑝𝑦𝑦 𝑝𝑝𝑧𝑧 𝑝𝑝𝑥𝑥  𝑝𝑝𝑦𝑦 𝑝𝑝𝑧𝑧 𝑝𝑝𝑥𝑥 
𝑝𝑝𝑦𝑦 0 1 - 1  0 -1 1 

𝑝𝑝𝑧𝑧 1 0 0  -1 0 0 

𝑝𝑝𝑥𝑥 -1 0 0  1 0 0 
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Fig. 5.6 Atom-resolved MAE of Janus CrSeTe monolayer as functions of strain. (b) 

and (c) MAE contributions from 5p orbitals hybridization, and (d) and (e) the 

projected density of states of Te in Janus CrSeTe monolayer under 0% and 5% tensile 

strain. 

 

For investigating the exceptional DMI in CrXTe monolayer, we calculate SOC 

energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 of the opposite chirality as shown in Fig. 5.7. One can see 

that the dominant contribution to the DMI stems from the adjacent X and Te atoms. 
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This behavior is similar to DMI in FM/HM heterostructures, where the SOC energy 

source comes from 5d transition metal in the interfacial layer. This is so called as the 

Fert-Levy type of DMI [46, 47]. In CrXTe monolayer, when polarized electrons 

transfer between Cr atoms through mediate X/Te atoms, the spin orientations of these 

electrons can be tilted due to the spin-orbit scattering. Under tensile strain, the Te 

contribution to DMI of CW chirality obviously decreases, which is responsible for 

the reduce of total DMI magnitude.  

 

 

Fig. 5.7 Atom-resolved localization of the SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠  in Janus 

CrXTe monolayer. Black, red, blue bars represent ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 of CrXTe monolayers under 

0%, 2%, and 4% tensile strain respectively. 

5.3.3 Strain-tunable topological spin textures and Curie temperature 

Once magnetic interaction parameters of spin Hamiltonian are determined by 

first principles calculation, we perform MC simulations to explore the spin textures 

and 𝑇𝑇𝑐𝑐 of Janus CrXTe monolayers. We notice that the DMI/exchange coupling ratios 

|𝑑𝑑∥/𝐽𝐽| of pristine CrSeTe monolayer is about 0.14 which is in the typical range of 0.10 

- 0.20 for the skyrmions formation [34]. Therefore, it is possible to realize chiral spin 

textures in CrSeTe monolayer. Fig. 5.8(a) shows a phase diagram of spin textures of 
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CrSeTe monolayer in 10 K. For pristine CrSeTe, we obtain the worm-like domains 

separated by chiral Néel DW, the white part between the domains of up and down 

magnetization. Due to the in-plane magnetic anisotropy, the width of DW reaches to 

2.7 nm. We find that the skyrmion states can be induced in pristine CrSeTe by an 

OOP magnetic field (𝐵𝐵𝑧𝑧). One can see that the red domains shrink as the enhancement 

of 𝐵𝐵𝑧𝑧 and isolated skyrmions begin to appear. When the 𝐵𝐵𝑧𝑧 increases to 1.2 T, the 

worm domains disappear completely and the skyrmions tend to form an approximate 

hexagonal lattice. If keep increasing 𝐵𝐵𝑧𝑧, the density of skyrmions decreases and a 

uniform ferromagnetic state appears finally. The diameter of skyrmions decreases 

from 11.6 to 9.1 nm when 𝐵𝐵𝑧𝑧 increases from 1.2 to 2.1 T. 

 

 

Fig. 5.8 Dinstinct spin textures for CrSeTe monolayer under increased tensile strains 

and external fields in 10K. The color map indicates the out-of-plane spin component 

of Cr atoms. The curie temperatures (𝑇𝑇𝑐𝑐) of (b) CrSeTe and (c) CrSTe monolayers 

under tensile strains. 

 

As tensile strain increases, the size of domain in CrSeTe becomes much larger 

compared with pristine state, which is consistent with the smaller |𝑑𝑑∥ /𝐽𝐽 |, and the 

resulting larger DW energy. Meanwhile, the width of DW decreases obviously 

induced by transition of IMA to large PMA in CrSeTe. Due to the enhancement of 
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ferromagnetic exchange coupling and PMA, the critical external field that required 

for skyrmions formation, density and diameters of skyrmions all decrease. When 

tensile strain reaches up to 3%, the |𝑑𝑑∥/𝐽𝐽| decreases to 0.08, which is not in typical 

range for skyrmions formation. Therefore, the DW directly transform into uniform 

ferromagnetic state under a very small 𝐵𝐵𝑧𝑧, 0.01 T. If keep increasing tensile strain 

above 3%, the uniform ferromagnetic states appear. Moreover, these ferromagnetic 

states can retain over 325 K as shown in Fig. 5.8(b). Next, we explore the temperature 

influence on spin textures as shown in Fig. 5.9(a) and (b). One can see that the images 

of chiral domain wall, skyrmions and uniform ferromagnetic states all begin to be 

less well-defined and become more and more blurred as temperature increasing. 

When 𝑇𝑇 increases to 150 K, this blurring starts to show the destabilization of chiral 

spin textures by thermal fluctuations, but the tendency of the evolution of chiral spin 

textures with external magnetic field or tensile strain is still clear and similar to the 

evolution at the low temperature. These results also indicate that chiral spin textures, 

including skyrmion particles, can sustain to at least 150 K in CrSeTe monolayer. For 

CrSTe monolayer, the magnetic ground state is ferromagnetic without chiral spin 

textures, which is consistent the very small |𝑑𝑑∥/ 𝐽𝐽 | of 0.02. Notably, the 𝑇𝑇𝑐𝑐 of pristine 

CrSTe reaches to 295 K (blue line in Fig. 5.8(c)) which is close to room temperature, 

and it can be further enhanced to 410 K when tensile strain increases to 5% (red line 

in Fig. 5.8(c)). 
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Fig. 5.9 Phase diagrams of spin textures of CrSeTe monolayer at (a) 50 K and (b) 

150K. 
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5.4 Summary 
In summary, using first principles calculation and MC simulations, we 

systematically investigate magnetic properties of Janus CrXTe monolayers. We find 

that the CrSTe monolayer has a high 𝑇𝑇𝑐𝑐  of 295K and an out-of-plane magnetic 

anisotropy. The CrSeTe monolayer has large DMI, which favors the formation of 

chiral Néel DW. With an external magnetic field, the DW in CrSeTe can be tuned to 

skyrmion states. As tensile strain increasing, the FM exchange coupling and PMA of 

Janus CrXTe monolayers increase significantly, and the magnitude of DMI is reduced. 

Therefore, 𝑇𝑇𝑐𝑐 of CrSTe is enhanced over 100 K under 5% tensile strain, and in CrSeTe, 

distinct spin textures from chiral Néel domain wall to uniform ferromagnetic states 

are induced. Moreover, the diameter and density of skyrmions in CrSeTe monolayer 

can be tuned by external magnetic field and strain. These 2D magnets can further 

replace complicated bulk magnets or FM/HM multilayers those are traditionally used 

to achieve chiral magnetism, which leads to simpler and more efficient spintronic 

devices. Our results thus provide a promising avenue and good candidates for 

experimental realization of topological spin textures and their manipulation in 2D 

magnets. 
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Chapter 6 Ferroelectrically controlled 

topological magnetism in Janus-magnet-

based multiferroic heterostructure 

6.1 Introduction 
The magnetic skyrmion, as a topologically protected spin texture, is highly 

promising for non-volatile information carrier in next-generation spintronic devices 

with high-storage density and low-energy consumption because it has small size, 

stable configuration and can be driven by low threshold current [34-39, 223-225]. 

One key parameter for realizing skyrmion in materials is DMI which is originated 

from SOC and ISB [42-47]. In last decades, much efforts have been devoted to 

constructing ferromagnetic/heavy metal HSs with PMA and large DMI to realize 

skyrmion. Recently, through constructing Janus structures to introduce ISB, the large 

DMI can be realized in 2D magnetic materials leading to the formation of skyrmion 

[226, 227]. Compared with multilayers of ferromagnetic/heavy metal, a single 2D 

magnet has simpler structure, smaller size and is more beneficial for reducing defects. 

Besides skyrmion, the bimeron is another topologically nontrivial spin texture 

consisting of a vortex and an antivortex, which can be constructed by rotating the 

spin direction of skyrmion by an angle of 90° [228-230]. The bimeron can also be 

used as non-volatile information carrier for spintronic devices, based on materials 

with IMA [231, 232]. 

Another crucial task for practical application of topological spin textures, such 

as skyrmion and bimeron, is searching or developing method that can effectively 

control the mobility and morphology of these spin textures. Particularly, using electric 

field is considered as a more energy-dissipationless method compared with spin-

polarized current, thermal excitation and external magnetic field (Bext) [233-237]. 

However, since the electric field doesn’t break time-reversal symmetry directly, 
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realizing the control of magnetism by electricity is difficult. Notably, previous works 

have demonstrated that the multiferroic system which combines ferroelectricity (FE), 

ferromagnetism and ISB provides an ideal platform for electric control of chirality, 

creation/annihilation, density and thermal stability of topological particles through 

switching the FE polarization [238-241]. In this chapter, using first-principles 

calculations and atomistic spin model simulations, we unveil that a novel type of FE-

controlled topological magnetism can be realized in Janus magnet-based multiferroic 

heterostructure, MBST/In2Se3. The loops of vortices and antivortices can be 

transformed into skyrmions by switching the direction of ferroelectric polarization of 

In2Se3. Furthermore, in MBST/In2Se3 with up polarization, bimeron solitons can be 

obtained by applying IP magnetic field. Further analysis unravels that the variation 

of interlayer charge transfers induced by FE reversal gives rise the change of 

magnetic anisotropy, which is responsible for the topological magnetic phase 

transition in system. 

6.2 Methodology  
The first-principles calculations: The first-principles calculations are performed 

using the Vienna ab Initio Simulation Package (VASP), which is based on the density 

functional theory (DFT). The exchange-correlation interaction is described by the 

generalized gradient approximation (GGA) based on Perdew-Burke-Ernzerhof (PBE) 

function. The GGA+U method is applied (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 =  3 eV) to describe strongly 

correlated 3d electrons of Mn [242, 243]. The projector-augmented wave (PAW) 

method is adopted [244], and the cutoff energy is set to 420 eV. The Brillouin zone is 

sampled using 24×24×1 Г-center k-point grids. The vacuum space of at least 15 Å is 

used to avoid interactions between periodic replicas. The electronic convergence is 

performed with a tolerance of 10-7 eV. All structures are fully relaxed until Hellmann-

Feynman force on each ion is less than 10-3
 eV/Å. The interlayer van der Waals 

interaction is corrected by DFT-D3 method. Dipole corrections are included in 

calculations of multiferroic HS, and for obtaining the electric polarization of systems, 
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we directly integrate 𝜌𝜌𝜌𝜌  over the supercell, where 𝜌𝜌  represents the local charge 

density and 𝑧𝑧 represents coordinates along the OOP direction [245].  

Phonon calculations: In phonon calculations, the real-space force constants are 

computed with a 4×4×1 supercell and 5×5×1 k-point grids using the VASP code. The 

force constant matrices and phonon dispersions are calculated using the PHONOPY 

code. Fig. 6.1 shows the phonon band structure of the monolayer MBST. There is no 

imaginary frequency, which demonstrates the dynamic stability of MBST. 

 

 

Fig. 6.1 Calculated phonon band structure for the MnBi2Se2Te2 (MBST) monolayer. 

 

Molecular dynamics: For verifying the thermal stability of MBST, we perform 

ab initio molecular dynamics (AIMD) implemented in VASP. The canonical NVT 

ensemble is used with Nosé thermostat [246]. A 4×4×1 supercell with 1×1×1 k-point 

grid is adopted. Each time step is set to 1fs, and simulations are performed for 10000 

steps at 300K. The evolution of the total energy and temperature are shown in Fig. 

6.2(a) and (b). The top and side views [see Fig. 6.2(c) and (d)] of MBST after 

simulations indicate that the structure is still maintained at initial phase. 

Heterostructure configurations: Considering structural symmetries of In2Se3 and 

MBST, we propose twelve stacking configurations of MBST/In2Se3 HS [see Fig. 6.3]. 
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The total energies of optimized structures are shown in Fig. 6.4. Compared with the 

Se-terminated side, In2Se3 prefers to contact Te-terminated side of MBST. For both 

MBST/P↑ and P↓, the configuration 6, where outmost Te and Bi atoms of MBST 

sitting at the hollow and top-In sites of In2Se3, is most stable.  

 
Fig. 6.2 (a) The evolution of total energy and (b) temperature during the ab initio 

simulations for MBST monolayer at 300K. The (c) top and (d) side views of MBST 

supercell after simulations of 10 ps. The green, purple, blue and brown balls represent 

Se, Bi, Mn, and Te elements, respectively. 

 

Calculations of J, K, and 𝑑𝑑∥ : (i) For obtaining the nearest-neighboring (NN) 

exchange coupling J, we compare the energy difference of ferromagnetic and 

antiferromagnetic states of a 2×1×1 supercell, i.e., J = (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐹𝐹𝐹𝐹)/8. The SOC 

effects are taken into account. Moreover, to determine the influence of next-nearest-

neighboring (NNN) interactions, we expand the unit cell of MBST and calculate the 

DFT total energies of three different magnetic configurations [see Fig. 6.5]. The total 

energies of three magnetic configurations are given by： 



 
 

73 
 

𝐸𝐸𝐹𝐹𝐹𝐹 = −12𝐽𝐽1 − 12𝐽𝐽2 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 (6.1a) 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴1 = −4𝐽𝐽1 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 (6.1b) 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴2 = −4𝐽𝐽1 + 4𝐽𝐽2 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 (6.1c) 

where 𝐽𝐽1 and 𝐽𝐽2 represents the NN and NNN exchange coupling, respectively. Here, 

SOC effects are also considered, and the magnetization is set to be along the positive 

direction of z axis. We find that 𝐽𝐽1 = 1.674 meV , and 𝐽𝐽2 = 0.164 meV . The 

magnitude of 𝐽𝐽1 is much larger than that of 𝐽𝐽2, and is very close to the that directly 

obtained from 2×1 supercell (J = 1.658 meV). These results indicate that the NNN 

coupling is almost negligible in MBST systems. (ii) The magnetocrystalline 

anisotropy KMCA is calculated as: KMCA = 𝐸𝐸M→ − 𝐸𝐸M↑, where 𝐸𝐸𝑀𝑀→ and 𝐸𝐸𝑀𝑀↑ represent 

the self-consistent total energy of system with magnetization along positive direction 

of x and z axes, respectively, when SOC effect is included. The magnetic shape 

anisotropy KMSA is the sum of all magnetostatic dipole-dipole interactions up to 

infinity [247, 248] and calculated by: 𝐾𝐾MSA = 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑/𝑉𝑉𝑢𝑢.𝑐𝑐. = −1
2

𝜇𝜇0
4𝜋𝜋𝑉𝑉𝑢𝑢.𝑐𝑐.

∑ 1
𝑟𝑟𝑖𝑖𝑖𝑖3

𝑁𝑁
𝑖𝑖≠𝑗𝑗 [𝑴𝑴𝑖𝑖 ⋅

𝑴𝑴𝑗𝑗 − (𝑴𝑴𝑖𝑖 ⋅ 𝒓𝒓𝑖𝑖𝑖𝑖)(𝑴𝑴𝑗𝑗 ⋅ 𝒓𝒓𝑖𝑖𝑖𝑖) 3
𝑟𝑟𝑖𝑖𝑖𝑖2

], where 𝑴𝑴𝑖𝑖 and 𝒓𝒓𝑖𝑖𝑖𝑖 represent local magnetic moments 

and vector connecting site i and j, respectively. A 250×250×1 supercell is used in 

KMSA calculation to ensure the reliability of results. Also, we would like to note that 

skyrmions and merons are small topological defects on the uniform magnetic 

background, which indicates that shape anisotropy can be considered as the 

contribution to effective magnetic anisotropy. (iii) The chirality-dependent total 

energy difference approach is applied to obtain the DMI strength [47]. Since the out-

of-plane component cancels each other, we only provide the in-plane (IP) component 

of DMI, 𝑑𝑑∥. In calculations of DMI, a 4×1×1 supercell with 6 × 24 × 1 k-point grids 

are adopted. To obtain 𝑑𝑑∥ , we calculate the energies of CW and ACW spin 

configurations as shown in the Fig. 6.7, and 𝑑𝑑∥  equals (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐶𝐶𝐶𝐶)/12 . (iv) In 

facts, the spin Hamiltonian for describing spin interactions between Mn atoms can be 

written as 𝐻𝐻 = 𝑺𝑺𝑖𝑖 ∙ 𝐽⃡𝐽 ∙ 𝑺𝑺𝑗𝑗, where the exchange matrix has components 
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𝐽⃡𝐽 = �
𝐽𝐽𝑥𝑥𝑥𝑥 Γ𝑥𝑥𝑥𝑥 + 𝐷𝐷𝑧𝑧 Γ𝑥𝑥𝑥𝑥 − 𝐷𝐷𝑦𝑦

Γ𝑥𝑥𝑥𝑥 − 𝐷𝐷𝑧𝑧 𝐽𝐽𝑦𝑦𝑦𝑦 Γ𝑦𝑦𝑦𝑦 + 𝐷𝐷𝑥𝑥
Γ𝑥𝑥𝑥𝑥 + 𝐷𝐷𝑦𝑦 Γ𝑦𝑦𝑦𝑦 − 𝐷𝐷𝑥𝑥 𝐽𝐽𝑧𝑧𝑧𝑧

�. (6.2) 

Here, the J and D represents Heisenberg exchange coupling and DMI, respectively. 

The Γ𝑥𝑥𝑥𝑥, Γ𝑥𝑥𝑥𝑥, and Γ𝑦𝑦𝑦𝑦 are the additional, symmetric, off-diagonal contributions to the 

exchange tensor. For determining Γ of MBST, such as Γ𝑥𝑥𝑥𝑥, we compare the energies 

of a 2×1×1 supercell with spin configurations of Mn pairs as {(S 0 0), (0 S 0)} and 

{(-S 0 0), (0 S 0)}. For {(S 0 0), (0 S 0)}, 𝐸𝐸1 = 𝐽𝐽𝑥𝑥𝑥𝑥 + 𝐽𝐽𝑦𝑦𝑦𝑦 + 4Γ𝑥𝑥𝑥𝑥, and for {(-S 0 0), 

(0 S 0)}, 𝐸𝐸2 = 𝐽𝐽𝑥𝑥𝑥𝑥 + 𝐽𝐽𝑦𝑦𝑦𝑦 − 4Γ𝑥𝑥𝑥𝑥. Accordingly, Γ𝑥𝑥𝑥𝑥 = (𝐸𝐸1 − 𝐸𝐸2)/8. Γ𝑥𝑥𝑥𝑥, Γ𝑥𝑥𝑥𝑥, and Γ𝑦𝑦𝑦𝑦 

of MBST are 0.0027, 0.0038, and 0.0018 meV, respectively. One can see that the 

magnitude of Γ is very limited and is much smaller compared with DMI components. 

These results indicate that Γ can be negligible for MBST systems. 

Calculations of layer-resolved localization of the SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 

between opposite chiral spin configurations and layer-resolved MAE: The SOC is 

calculated for each atom layer in MBST and MBST/In2Se3 HSs. By comparing the 

atom-layer SOC energy between anticlockwise and clockwise configurations, and in-

plane (100) and out-of-plane (001) magnetic orientations, one can obtain layer-

resolved ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 and MAE, respectively.  
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Fig. 6.3 Top and side views of twelve stacking configurations for MBST/In2Se3 

heterostructure (HS). The green, purple, blue, brown, and red balls represent Se, Bi, 

Mn, Te, and In elements, respectively. 

 

 

Fig. 6.4 Total energies of twelve stacking configurations for (a) MBST/P↑ and (b) 

MBST/P↓ HSs. The dashed line indicates the most stable stacking.  
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Fig. 6.5 Three different spin configurations applied to calculate the nearest-

neighboring and next-nearest-neighboring exchange coupling parameters. 

 

Atomic Spin Model Simulations: All atomic spin model simulations are 

performed using VAMPIRE package [249]. The hexagonal lattice of MBST is 

transformed into a lattice with an orthorhombic unit cell. Then, this unit cell is 

extended to a 60×60 nm square with the periodic boundaries.   

The time evolution of atomic spin is described by the Landau-Lifshitz-Gilbert 

(LLG) equation. The LLG is given by: 𝜕𝜕𝑺𝑺𝑖𝑖
𝜕𝜕𝜕𝜕

= − 𝛾𝛾
(1+𝜆𝜆2) [𝑺𝑺𝑖𝑖 × 𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒

𝑖𝑖 + 𝜆𝜆𝑺𝑺𝑖𝑖 × (𝑺𝑺𝑖𝑖 ×

𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖 )], where 𝑺𝑺𝑖𝑖 is the unit vector of the spin moment of site i, 𝛾𝛾 is gyromagnetic 

ratio and 𝜆𝜆 represents damping constant. 𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖  represents the effective magnetic field 

on each spin and can be expressed as: 𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖 = − 1

𝜇𝜇𝑠𝑠

𝜕𝜕𝜕𝜕
𝜕𝜕𝑺𝑺𝑖𝑖

 , where 𝐻𝐻  is the spin 

Hamiltonian of MBST. We choose 𝜆𝜆 = 0.2  for MBST, considering magnetism 

originates from 3d electrons of Mn, and Bi and Te process strong SOC [250]. 

Moreover, we calculate spin textures of MBST with 𝜆𝜆 in range of 0.1 to 0.4 [see Fig. 

6.6]. One can find that loops of vortices and antivortices emerges, which is robust to 

the value of 𝜆𝜆. 
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Fig. 6.6 The spin textures for MBST monolayer with 𝜆𝜆 in range of 0.1 to 0.4. The 

color map indicates the out-of-plane spin component of Mn atoms. 

 

The 𝜅𝜅 for MBST monolayer: The dimensionless parameter 𝜅𝜅 is calculated by: 

𝜅𝜅 = (4
𝜋𝜋

)2 𝐴𝐴𝐴𝐴
𝐷𝐷2

, where A is exchange stiffness, and K and D is the magnetic anisotropy 

and DMI parameter in micromagnetic format, respectively. Based on Heisenberg 

model, the exchange energy can be expressed as: 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝐽𝐽 ∑ (𝜹𝜹𝑖𝑖 ∙ 𝛻𝛻𝒎𝒎𝑖𝑖)2𝑖𝑖,𝛿𝛿 , where 𝐽𝐽 is 

the magnitude of exchange coupling, 𝜹𝜹𝑖𝑖 is the vector between neighboring local spin 

𝒎𝒎𝑖𝑖. In micromagnetic format, 𝐸𝐸𝑒𝑒𝑒𝑒 = 𝐴𝐴∫𝑑𝑑𝑑𝑑[(𝛻𝛻𝑚𝑚𝑥𝑥)2 + �𝛻𝛻𝑚𝑚𝑦𝑦�
2

+ (𝛻𝛻𝑚𝑚𝑧𝑧)2], where 

𝐴𝐴 is the exchange stiffness. For MBST monolayer, one can obtain 𝐴𝐴 = √3𝐽𝐽
𝑡𝑡𝐹𝐹

, where 𝑡𝑡𝐹𝐹 

is the assumed thickness of magnetic film. The micromagnetic anisotropy is 

calculated as: 𝐾𝐾 = 𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒
𝑉𝑉

= 2𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒
√3𝑎𝑎2𝑡𝑡𝐹𝐹

，where a is the lattice constant. The micromagnetic 

DMI strength D is calculated as: D = 𝑑𝑑∥√3
𝑎𝑎𝑡𝑡𝐹𝐹

 [47], where 𝑑𝑑∥ is the IP component of DMI. 

Therefore, 𝜅𝜅 can be rewritten as 𝜅𝜅 = (4
𝜋𝜋

)2 2𝐽𝐽𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒
3𝑑𝑑∥2

. 
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6.3 Results and discussion 

6.3.1 The crystal structure of MBST/In2Se3 heterostructure 

The crystal structure of Janus MBST monolayer is shown in Fig. 6.7. MBST 

consists of septuple Te-Bi-Te-Mn-Se-Bi-Se layers, with atoms in each layer forming 

a 2D triangular lattice. MBST can be constructed by replacing triple Te-Bi-Te layers 

of MnBi2Te4 (MBT) monolayer with a triple Se-Bi-Se layers [251], where MBT 

monolayer is a topologically trivial ferromagnetic semiconductor [252, 253]. The 

crystal symmetry of MBST is 𝐶𝐶3𝑣𝑣, and intrinsic ISB allows for DMI between Mn 

atoms. The calculated magnetic moment of MBST is 5𝜇𝜇𝐵𝐵 per unit cell, indicating that 

Mn atom has a high spin configuration. Furthermore, we demonstrate the dynamic 

and thermal stability of MBST by calculating the phonon dispersions [see Fig. 6.1], 

elucidating absence of imaginary frequency in Brillouin zone, and ab initio molecular 

dynamic simulations (AIMD) [see Fig. 6.2]. Notably, similar ferroelectric 

heterostructures, such as WS2/In2Se3 and WSe2/In2Se3, have been successfully 

fabricated in experiments by dry transfer methods [254, 255], and Janus monolayers 

of transition metal dichalcogenides, i.e., MoSSe and PtSSe, can be synthesized by 

controlling the reaction atmosphere [256, 257]. These results highlight the possibility 

of construction of MBST/In2Se3 HS in experiments. 

In2Se3 monolayer is a 2D vdW material with room-temperature FE [258] and 

small lattice mismatch with MBST [259], and its crystal structure is shown in Fig. 

6.7(b). One can see that the In2Se3 monolayer consists of five triangular atomic layers 

stacked in sequence of Se-In-Se-In-Se, and the asymmetric position of Se atoms in 

central layer gives rise to the IP and OOP polarizations simultaneously. When In2Se3 

is used as substrate to construct HS with MBST, the reversal of OOP polarization in 

In2Se3 monolayer can induce distinct interfacial coupling, further resulting in the 

variation of magnetic properties of MBST. Next, we consider twelve possible 

stacking configurations of MBST/In2Se3 HS [see Fig. 6.3]. We find that the most 

stable configuration is the outmost Te and Bi atoms of MBST sitting at the hollow 

and top-In sites of In2Se3 respectively, for both polarized-up (P↑) and -down (P↓) 



 
 

79 
 

states, and their side views are shown in Fig. 6.7(c). The equilibrium interlayer 

distance of MBST/P↑ and P↓ are 2.93 and 2.74 Å, respectively. The total energy of 

MBST/P↑ is higher by 0.053 eV/u.c. than MBST/P↓, due to the weaker interfacial 

coupling between MBST and In2Se3 with upward polarization. The electric 

polarization for MBST/P↑ and MBST/P↓ HS is 0.073 and -0.081 eÅ/u.c., respectively, 

and the magnitude of that of In2Se3 monolayer is 0.096 eÅ/u.c., which implies that 

the ferroelectricity of HS mainly comes from In2Se3. Based on the climbing-image 

nudged elastic band method (CI-NEB), we obtain that energy barrier of ferroelectric 

phase transitions of In2Se3 is 0.083 eV. Recent experiments have demonstrated that 

an OOP filed around 1 V/nm can overcome a such barrier and flip the OOP polar 

order [260]. Therefore, it can be expected that a similar electric filed is large enough 

for realizing the reversal of polar orientation of MBST/In2Se3 HS. 
 

 
Fig. 6.7 Top and side views of the crystal structure of (a) MBST and (b) In2Se3. (c) 

Side views of MBST/P↑ and MBST/P↓ heterostructures (HSs). Green, purple, blue, 

brown, and red balls represent Se, Bi, Mn, Te, and In elements, respectively. The 

orange vectors in (c) indicate two spin configurations with opposite chirality used to 

extract the in-plane DMI strength. 
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6.3.2 Ferroelectric polarization controlled magnetic parameters 

To investigate magnetic properties of systems, we adopt the following spin 

Hamiltonian:  

𝐻𝐻 = −𝐽𝐽∑ 𝑺𝑺𝑖𝑖<𝑖𝑖,𝑗𝑗> 𝑺𝑺𝑗𝑗 − 𝐾𝐾∑ (𝑆𝑆𝑖𝑖𝑧𝑧)2𝑖𝑖 − ∑ 𝑫𝑫𝑖𝑖𝑖𝑖<𝑖𝑖,𝑗𝑗> ∙ �𝑺𝑺𝑖𝑖 × 𝑺𝑺𝑗𝑗� − 𝜇𝜇𝐶𝐶𝐶𝐶𝐵𝐵∑ 𝑆𝑆𝑖𝑖𝑧𝑧𝑖𝑖 , (6.3) 

where 𝑺𝑺𝑖𝑖  is a unit vector representing local spin of the ith Mn atom, and < 𝑖𝑖, 𝑗𝑗 > 

represents summation of all nearest-neighboring (NN) Mn pairs. J, 𝐾𝐾 , and 𝑫𝑫𝑖𝑖𝑖𝑖 

represent the Heisenberg exchange coupling, magnetic anisotropy and DMI, 

respectively. Their values of MBST and MBST/In2Se3 HS are shown in Table 6.1. We 

adopt the sign convention that J > 0 (J < 0) represents the FM (AFM) coupling, K 

>  0 (K <  0) indicates PMA (IMA), and 𝑑𝑑∥  >  0 ( 𝑑𝑑∥  <  0) favors clockwise 

(anticlockwise) spin configuration. We first give the NN exchange coupling for 

magnetization along positive directions of x, y, and z axis, i.e., Jxx, Jyy, and Jzz. The 

SOC effects are taken into account. One can see that the exchange coupling of MBST 

is ferromagnetic, and Jxx, Jyy, and Jzz are almost identical, which indicates that the 

exchange coupling for MBST is nearly isotropic. Accordingly, we define an isotropic 

parameter J as the average of Jxx, Jyy, and Jzz, which represents the coefficient in 

normally used −𝐽𝐽∑ 𝑺𝑺𝑖𝑖<𝑖𝑖,𝑗𝑗> 𝑺𝑺𝑗𝑗 term. We also notice that the magnitude of J of MBST 

is 1.658 meV, which is obviously larger than J = 0.922 meV when SOC is not 

considered. Therefore, the SOC effects can’t be neglected in calculations of exchange 

coupling for MBST systems. The FE substrate does not change the type of exchange 

coupling of MBST, and J of MBST/P↑(P↓) is 1.315(1.638) meV. The effective 

anisotropy Keff contains two parts: magnetocrystalline anisotropy KMCA and magnetic 

shape anisotropy KMSA, where the first part arises from SOC and second part is caused 

by magnetostatic dipole−dipole interaction; i.e., Keff = KMCA + KMSA. One can see that 

MBST, MBST/P↑ and MBST/P↓ all have positive KMCA. Interestingly, the KMCA of 

HS is significantly enhanced from 0.006 to 0.287 meV when polarization direction 

of In2Se3 is tuned from up to down. Contrary to KMCA, KMSA favors the IP alignment 

of magnetization and basically not changes in three systems. For MBST and 

MBST/P↑, KMSA reaches to -0.205 and -0.204 meV, respectively, whose magnitude 
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are much larger than KMCA. Therefore, Keff are negative for both MBST and MBST/P↑. 

However, due to the giant enhancement of KMCA, Keff in MBST/P↓ becomes positive. 

Therefore, the IMA-to-PMA transition is achieved in HS by FE modulation. The 

transition also indicates that it is very important to investigate KMSA in calculations 

of magnetic anisotropy for magnetic thin films. We also test the influence of 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 on 

magnetic anisotropy and find that IMA-to-PMA transition induced by FE reversal is 

robust to 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 in the range of 2 to 5 eV [see Table. 5.2]. Moreover, we find that MBST, 

MBST/P↑ and MBST/P↓ all process sizable DMI reaching to 0.307, 0.323, and 0.217 

meV, respectively. We further calculate the layer-resolved SOC energy difference 

∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠  between the opposite chiral spin configurations [see Fig. 6.8]. For 

MBST/In2Se3 HS, the DMI still comes from MBST layer. The Mn layer basically 

does not contribute to the DMI strength, whereas the most adjacent Te and Bi layers 

provide dominant contribution, which means that the spin tilting is caused by spin-

orbit scattering from heavy elements [47]. 

 

Table 6.1 Calculated nearest-neighboring (NN) exchange coupling J, 

magnetocrystalline anisotropy KMCA, magnetic shape anisotropy KMSA, effective 

anisotropy Keff, and IP DMI component 𝑑𝑑∥ of MBST, MBST/P↑ and MBST/P↓ in 

units of meV. 

 Jxx Jyy Jzz J KMCA KMSA Keff 𝑑𝑑∥ 

MBST 1.657 1.650 1.668 1.658 0.045 -0.205 -0.160 0.307 

MBST/P↑ 1.323 1.318 1.304 1.315 0.006 -0.204 -0.198 0.323 

MBST/P↓ 1.626 1.627 1.662 1.638 0.287 -0.203 0.084 0.217 

 

Table 6.2 KMCA, KMSA, and Keff of HS with 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 =2/4/5 eV. 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 
MBST/P↑  MBST/P↓ 

KMCA KMSA Keff  KMCA KMSA Keff 

2 0.008 -0.198 -0.190  0.340 -0.197 0.143 
4 0.015 -0.209 -0.194  0.250 -0.209 0.041 
5 0.024 -0.214 -0.190  0.230 -0.214 0.016 



 
 

82 
 

 

 
Fig. 6.8 Layer-resolved localization of the SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠  between 

opposite chiral spin configurations in MBST (black bar) monolayer, MBST/P↑ (red 

bar) and MBST/P↓ (blue bar) HSs. 

6.3.3 Ferroelectric polarization controlled topological magnetism 

Once magnetic parameters are obtained, we perform atomistic spin model 

simulations by using VAMPIRE in square geometry with a side length of 60 nm. In 

all simulations, the periodic boundary is used along x and y axes, and the initial 

magnetization state is set to random. The magnetic topology of spin textures can be 

defined by the topological charge: Q = 1
4𝜋𝜋 ∫𝒎𝒎 ∙ (𝜕𝜕𝑥𝑥𝒎𝒎 × 𝜕𝜕𝑦𝑦𝒎𝒎)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, where 𝒎𝒎 is the 

normalized magnetization. Both skyrmion and bimeron can be attributed to Q= ±1, 

and the sign of Q determines the orientation of transverse motion of these topological 

quasiparticles in skyrmion Hall effect. Fig. 6.9 shows spin textures of MBST, 

MBST/P↑, and MBST/P↓. For pristine MBST, the loops of vortices and antivortices 

appear [see Fig. 6.6 and Fig. 6.9(a)], which arises from the competition between DMI 

and weak IMA [261]. By applying an IP magnetic field along positive direction of x 

axis (B→), the vortex-antivortex pairs generate and become ordered along the 

direction of external field [see Fig. 6.10(a)]. Interestingly, the bimeron soliton with 
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diameter of around 9 nm emerge [see Fig. 6.9(b)] while B→ increases to 60 mT. 

Compared with MBST, denser loops of vortices and antivortices emerge [see Fig. 

6.9(c)] in MBST/P↑, since the ferromagnetic exchange coupling is weaker. Moreover, 

loops in MBST/P↑ can also be transformed into bimeron solitons gradually via 

enhancing IP magnetic field [see Fig. 6.9(d) and 6.10(b)]. Due to the same outer 

magnetization, bimerons with opposite topological charges (Q = ±1) can coexist. 

 

 
Fig. 6.9 The spin textures for MBST monolayer, MBST/P↑ and MBST/P↓ HSs in real 

space. Corresponding external fields are labeled above each panel. The color map 

indicates the out-of-plane (OOP) spin component of Mn atoms.   

 

 
Fig. 6.10 Spin textures of (a) MBST monolayer under in-plane (IP) magnetic field of 

30 mT and (b) MBST/P↑ HS under IP magnetic field of 40 mT.  
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The reversal of electric polarization in In2Se3 from up to down tunes magnetic 

anisotropy of HS from IP to OOP while the DMI slightly decreases, which indicates 

that there is obvious variation of topological magnetism. For 2D magnets processing 

hexagonal lattice, it is convenient to introduce the dimensionless parameter, 𝜅𝜅 =

(4
𝜋𝜋

)2 2𝐽𝐽𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒
3𝑑𝑑∥2

  [262-264]. Notably, 𝜅𝜅  is independent of the magnet thickness but only 

determined by the magnetic parameters, i.e., 𝐽𝐽 , 𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒 , and 𝑑𝑑∥ , which are directly 

obtained from first-principles calculations. When 0< 𝜅𝜅 < 1 , the magnetic ground 

state of system exhibits spin spiral, whereas for 𝜅𝜅 > 1, the isolated skyrmion could 

be generated in the background of ferromagnetism. For MBST/P↓, 𝜅𝜅 is 3.15 which is 

close to the critical value (𝜅𝜅 = 1) of transition to the spiral state. Therefore, isolated 

skyrmions are hopefully be stabilized. Atomistic spin model simulations demonstrate 

that the multiple Néel-type skyrmions with diameter of around 4 nm appear in 

MBST/P↓ [see Fig. 6.9(e)] under zero magnetic field. We thus obtained the FE-

controlled topological magnetic structures in MBST/In2Se3 HS. The distinct chiral 

spin textures in MBST/P↑ and MBST/P↓ are potentially used as “0” and “1” bit 

carriers for realizing the binary data encoding and storage. Strikingly, the size of 

skyrmion in MBST/P↓ is very small, which can largely enhance the integration level 

of corresponding devices. The skyrmions with opposite topological charges (Q = ±1) 

appear at distinct domains, and applying an 80 mT OOP magnetic field along positive 

direction of z axis (B↑) to shrink the blue domain, the skyrmions with Q = +1 are 

annihilated [see Fig. 6.9(f)].   
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6.3.4 The mechanism of magnetic anisotropy variation 

Since the FE-controlled magnetic phase transition is dominantly caused by large 

variation of MCA, we elucidate the physical mechanism of MAE of MBST/In2Se3 

HS. From layer-resolved MAE [see Fig. 6.11(a)], one can find that the MAE of HS 

just comes from MBST, and the PMA of Te which is adjacent to Mn atom is enhanced 

significantly while polarization of In2Se3 reverses, which responds for KMCA 

increasing. For further understanding MAE change of Te atom, we calculate the MAE 

from orbital hybridization as shown in Fig. 6.11(b) and (c). One can see that the 

hybridization between 𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧 provides IMA, while hybridization between 𝑝𝑝𝑦𝑦 and 

𝑝𝑝𝑥𝑥  gives rise PMA. The PMA contribution arises from 𝑝𝑝𝑦𝑦  and 𝑝𝑝𝑥𝑥  is obviously 

increased when polarization direction of In2Se3 reverses from up to down. Moreover, 

we analyze the MAE change sourcing from 5p orbitals of Te based on second-order 

perturbation theory. MAE can be expressed as Eq. 2.1 where the difference of SOC 

elements is given in Table. 2.2. Fig. 6.11(d) and (e) show the projected density of 

states (pDOS) for Te. One can see that spin-up occupied 𝑝𝑝𝑥𝑥(𝑦𝑦)  states (𝑝𝑝𝑥𝑥(𝑦𝑦)
𝑜𝑜+  ) shift 

across the Fermi level (𝐸𝐸𝐹𝐹) for HS with P↓, which is indicated by dashed black arrow 

in Fig. 6.11(e). The difference of SOC elements between 𝑝𝑝𝑥𝑥(𝑦𝑦)
𝑜𝑜+   and spin-up 

unoccupied 𝑝𝑝𝑦𝑦(𝑥𝑥) (𝑝𝑝𝑦𝑦(𝑥𝑥)
𝑢𝑢+ ) is 1 [see Table. 2.2], which responds for PMA coming from 

𝑝𝑝𝑥𝑥  and 𝑝𝑝𝑦𝑦  hybridization. The shift of 𝑝𝑝𝑥𝑥(𝑦𝑦)
𝑜𝑜+   means that the value of (𝐸𝐸𝑢𝑢𝜎𝜎

′ − 𝐸𝐸𝑜𝑜𝜎𝜎) 

obviously decreases. Therefore, the positive MAE from 𝑝𝑝𝑥𝑥  and 𝑝𝑝𝑦𝑦  hybridization 

enhances. It is also found that peaks of spin-up and spin-down occupied 𝑝𝑝𝑧𝑧 states 

(𝑝𝑝𝑧𝑧𝑜𝑜
− and 𝑝𝑝𝑧𝑧𝑜𝑜

+) are close to each other. Since SOC elements difference of 𝑝𝑝𝑦𝑦𝑢𝑢
+ , 𝑝𝑝𝑧𝑧𝑜𝑜

−and 

𝑝𝑝𝑦𝑦𝑢𝑢
+  , 𝑝𝑝𝑧𝑧𝑜𝑜

+  have opposite signs and same amplitudes [see Table. 2.2], the MAE 

contribution from 𝑝𝑝𝑦𝑦 and 𝑝𝑝𝑧𝑧 barely changes. The fact that FE reversal-induced PMA 

enhancement is due to the shift of electronic states of Te inspires us to further 

investigate the interlayer charge transfers of HS. Bader analysis shows that the 

transferred charge from MBST to In2Se3 obviously increases from 0.019 to 0.049e 
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when FE polarization is reversed from up to down, resulting in occupied states of 

MBST shifting across 𝐸𝐸𝐹𝐹 [see Fig. 6.11(e)]. Furthermore, the planar-average charge 

density difference [see Fig. 6.12] clearly shows that charge transfers are mainly 

restricted in the interface of MBST/P↑ but spreads over all In2Se3 layer for MBST/P↓ 

[265], which is consistent with charge transfer analysis. 

 

 
Fig. 6.11 (a) layer-resolved MAE of MBST/P↑ and MBST/P↓ HSs. (b), (c) MAE 

coming from 5p orbitals hybridization, and (d), (e) projected density of states of Te 

which is adjacent to Mn atom in MBST/In2Se3 HS. 

 

 

Fig. 6.12 Planar-average charge density difference of MBST/P↑ (left panel) and 

MBST/P↓ (right panel) HSs. The blue and black dots represent the positions of MBST 

and In2Se3 atoms, respectively. 
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6.3.5 Electronic band structures 

The obvious charge redistribution in MBST/In2Se3 HS and strong SOC of 

MBST layer arising from Bi and Te elements inspire us to further investigate band 

structures of this HS under different polarization and spin directions. Here, we 

consider four configurations, namely, P↑M→, P↑M↑, P↓M→, and P↓M↑ [here, P↑(↓) 

represents ferroelectric polarization of In2Se3 directs up(down); M→(↑) represents 

magnetic moment of MBST along positive direction of x(z) axis]. For P↑M→ 

configuration, the HS is a semiconductor with an indirect bandgap of 0.197 eV [see 

Fig. 6.13(a)]. Strikingly, indirect-to-direct bandgap transition is induced when 

magnetization rotates from IP to OOP. Compared with P↑M→, the VBM of P↑M↑ is 

shifted to Г point and the bandgap thus becomes direct [see Fig. 6.13(b)]. Also, the 

magnitude of bandgap is effectively tuned to 0.023 eV. Interestingly, the VBM and 

CBM of P↑M→ and P↑M↑ are only occupied by spin-up electrons, which indicates 

that the system can be turned to half metal by a slight hole or electron doping. When 

FE polarization of In2Se3 reverses, the band gap is closed in HS with P↓M→, and 

P↓M↑ [see Fig. 6.13(c) and (d)]. We thus obtained semiconductor-to-conductor 

transition induced by FE reversal.  

 

 
FIG. 6.13 Spin-resolved band structures for (a) P↑M→, (b) P↑M↑, (c) P↓M→, and 

(d) P↓M↑ configurations. Red and blue colors indicate the spin-up and -down states, 

respectively. 
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Notably, the HS is a two-dimensional system with atomic thickness, which 

indicates that electrons are confirmed in slab and nonconductive at OOP direction. 

Despite the HS with down-polarized state is metallic, the OOP ferroelectricity of HS 

can be switched by the vertical electric field. This is similar to the idea of electrical 

field-controlled ferroelectricity reversal in 2D hyperferroelectric metal [266] and thin 

film of the 3D polar metals [267, 268]. 

6.4 Summary 
In summary, using first-principles calculations and atomistic spin model 

simulations, we demonstrate that by modulating FE polarization of MBST/In2Se3 HS, 

the IMA-to-PMA transition is achieved, resulting in that loops of vortices and 

antivortices are transformed into skyrmions with diameter of only 5 nm. Furthermore, 

the loops in MBST/P↑ can be turned to bimeron solitons via applying IP magnetic 

field. Detailed analysis elucidates that charge transfers between MBST and In2Se3 

play a crucial role in determining magnetic anisotropy of HS. When the FE 

polarization is reversed from up to down, the 𝑝𝑝𝑥𝑥(𝑦𝑦)
𝑜𝑜+  states of Te which is adjacent to 

Mn shifts across the 𝐸𝐸𝐹𝐹 due to the increase of interlayer transferred charge, resulting 

in large enhancement of PMA contribution from Te. The high tunability of topological 

magnetism is promising to be applied in nonvolatile information handling with low-

power consumption. Since the effect is robust, more nontrivial phenomena of 

controlling of topological magnetism can be expected in HSs consisting of Janus 

magnets and ferroelectric/antiferroelectric substrate. 
  



 
 

89 
 

Chapter 7 Anisotropic Dzyaloshinskii-
Moriya interaction and anti-topological 
magnetism in two-dimensional magnets  

7.1 Introduction 
In chapter 4 and 5, we show that FM skyrmion, bimeron and chiral DWs can be 

established by isotropic DMI at 2D polar magnets, such as Janus monolayers, and 2D 

magnets-based heterostructure. Notably, these systems all process 𝐶𝐶𝑛𝑛𝑛𝑛 point group. 

However, the anisotropic DMI and AFM topological spin textures haven’t been 

reported in pure 2D magnets so far. Anisotropic DMI favors the formation of anti-

topological magnetism, such as antiskyrmion which is a distinct type of skyrmion 

besides Bloch and Néel type, whose Hall angle can be directly controlled by the 

orientation of drive current [269-274]. In AFM systems, magnetic moments of 

coupled sublattices cancel out, resulting in zero dipolar field and enhances the 

stability of topological magnetism, at the same time, the topological charge of 

coupled sublattices also cancel out, resulting in zero skyrmion Hall angle and high 

mobility [275, 276]. Notably, experiments have shown that X-ray photoemission 

electron microscopy and spin-polarized scanning tunneling microscopy can unveil 

AFM spin configurations [277, 278]. In a general perspective, Anti- and AFM 

topological spin textures are highly promising for applications in advanced spintronic 

devices. 

In this chapter, we show missing blocks for topological magnetism in 2D 

magnets. We propose non-polar AX2 monolayer with 𝑃𝑃4�𝑚𝑚2 layer group for realizing 

crystal symmetry protected anisotropic DMI, where A is 3d transition metal, and X is 

VI-A or VII-A element. Using first-principles calculations, we demonstrate that 

anisotropic DMI can be obtained in this family of 2D magnets, and due to the 

increasing of occupied 3d electrons, FM phases are turned to be AFM phases when A 

varies from V to Ni. Moreover, using atomistic spin model, we reveal that various 
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chiral spin configurations, including FM chiral DWs/antiskyrmion and AFM chiral 

DWs/antiskyrmion/vortex-antivortex pair, can be achieved in those AX2 systems. 

7.2 Methodology  
All our first-principles calculations are performed with the Vienna Ab Initio 

Simulation Package (VASP), based on the density functional theory (DFT). For 

describing the strongly correlated 3d electrons, the GGA+U method is applied, where 

𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 is set to 3 eV, a typical value for 3d transition metal. Other 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 values are also 

tested (𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 = 2, 4 eV). We find that the anisotropic DMI in AX2 monolayer is robust 

to 𝑈𝑈𝑒𝑒𝑒𝑒𝑒𝑒 values. The projector-augmented wave (PAW) method is adopted, and the 

cutoff energy for plane wave expansion is set to 420 eV. Г-center k-point mesh is set 

to 24×24×1 for sampling the Brillouin zone. The convergence criteria of total energy 

is set to 10-7 eV. All structures are fully relaxed until Hellmann-Feynman force acting 

on each atom is less than 10-3
 eV/Å. A vacuum space of at least 15 Å is adopted in 

periodical direction for avoiding the interactions between adjacent layers.  

For obtaining the NN and NNN exchange coupling (𝐽𝐽1 and 𝐽𝐽2), we compare DFT 

total energies difference of FM, G-type AFM and Stripe-type AFM states of a 2×2×1 

supercell. The total energies of these three spin configurations are given by: 

𝐸𝐸𝐹𝐹𝐹𝐹 = −8𝐽𝐽1 − 8𝐽𝐽2 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒; (7.1) 

𝐸𝐸𝐺𝐺−𝐴𝐴𝐴𝐴𝐴𝐴 = 8𝐽𝐽1 − 8𝐽𝐽2 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒; (7.2) 

𝐸𝐸𝑆𝑆−𝐴𝐴𝐴𝐴𝐴𝐴 = 8𝐽𝐽2 + 𝐸𝐸𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒. (7.3) 

Accordingly, 𝐽𝐽1 and 𝐽𝐽2 are written as: 

𝐽𝐽1 = 𝐸𝐸𝐺𝐺−𝐴𝐴𝐴𝐴𝐴𝐴−𝐸𝐸𝐹𝐹𝐹𝐹
16

; (7.4) 

𝐽𝐽2 = 2𝐸𝐸𝑆𝑆−𝐴𝐴𝐴𝐴𝐴𝐴−𝐸𝐸𝐺𝐺−𝐴𝐴𝐴𝐴𝐴𝐴−𝐸𝐸𝐹𝐹𝐹𝐹
32

. (7.5) 

The chirality-dependent energy difference (CDED) approach and qSO method are 

used for calculations of DMI. Since CDED approach for determining DMI has been 

detailly discussed in above two chapter, we only introduce the qSO method in 

following discussion. In qSO method, 2D magnets are well described by atomic 

extended spin Hamiltonian:  
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𝐻𝐻 = −∑ 𝐽𝐽𝑖𝑖𝑖𝑖𝒎𝒎𝑖𝑖<𝑖𝑖,𝑗𝑗> 𝒎𝒎𝑗𝑗 − 𝐾𝐾∑ (𝑚𝑚𝑖𝑖
𝑧𝑧)2𝑖𝑖 − ∑ 𝑫𝑫𝑖𝑖𝑖𝑖<𝑖𝑖,𝑗𝑗> ∙ �𝒎𝒎𝑖𝑖 × 𝒎𝒎𝑗𝑗�, (7.6) 

where  𝒎𝒎𝑖𝑖 and 𝒎𝒎𝑗𝑗 are the unit magnetization vector at position 𝒓𝒓𝑖𝑖 and 𝒓𝒓𝑗𝑗 respectively. 

To calculate the in-plane (IP) component of 𝑫𝑫𝑖𝑖𝑖𝑖 , we study the DFT energy of a 

noncollinear homogenous spin spiral 𝒎𝒎 = (sin(𝒒𝒒 ∙ 𝒓𝒓) , 0, cos (𝒒𝒒 ∙ 𝒓𝒓)) , where 𝒒𝒒 

represents spin spiral vector. Based on the atomic extended spin Hamiltonian, the 

system energy functional of 𝒒𝒒 is written as: 

𝐸𝐸(𝒒𝒒) = −∑ 𝐽𝐽𝑖𝑖𝑖𝑖 cos(𝒒𝒒 ∙ (𝒓𝒓𝑗𝑗 − 𝒓𝒓𝑖𝑖))<𝑖𝑖,𝑗𝑗> − 𝐾𝐾∑ (cos(𝒒𝒒 ∙ 𝒓𝒓𝑖𝑖))2𝑖𝑖 + ∑ 𝐷𝐷𝑦𝑦<𝑖𝑖,𝑗𝑗> sin(𝒒𝒒 ∙

(𝒓𝒓𝑗𝑗 − 𝒓𝒓𝑖𝑖)), (7.7) 

Therefore, the DMI related energy ∆𝐸𝐸𝐷𝐷𝐷𝐷[𝒒𝒒] can be expressed as: 

∆𝐸𝐸𝐷𝐷𝐷𝐷[𝒒𝒒] = (𝐸𝐸[𝒒𝒒] − 𝐸𝐸[−𝒒𝒒])/2=∑ 𝐷𝐷𝑦𝑦<𝑖𝑖,𝑗𝑗> sin(𝒒𝒒 ∙ (𝒓𝒓𝑗𝑗 − 𝒓𝒓𝑖𝑖)), (7.8) 

where 𝐷𝐷𝑦𝑦 > 0  (𝐷𝐷𝑦𝑦 < 0 ) favors ACW (CW) spin configurations. When 𝒒𝒒  is along 

Γ − M or Γ − M′ of √2 × √2 × 1 supercell and its magnitude q is close to 0 or ± √2
2

, 

we have the relationship ∆𝐸𝐸𝐷𝐷𝐷𝐷[𝑞𝑞] = (𝐸𝐸[𝑞𝑞] − 𝐸𝐸[−𝑞𝑞])/2 ∝ 𝐷𝐷𝑦𝑦𝑞𝑞. We note that spin 

spirals propagate along the NN magnetic atoms as displayed by inset of Fig. S1(a). 

The 𝑑𝑑∥  can be calculated as: 𝑑𝑑∥ = 𝐷𝐷𝑦𝑦
2𝑟𝑟

 , where 𝑟𝑟  represents the lattice constant of 

supercell. For calculating 𝐸𝐸[𝒒𝒒], we employ the generalized Bloch theorem and treat 

SOC as the first-order perturbation. And in order to include SOC effects in a self-

consistent way, the full SOC operator is replaced by its component along the rotation 

axis of spiral, which is 𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠
𝑦𝑦   in our calculations. We perform qSO method in 

conjunction with VASP package [279].  

7.3 Results and discussion 

7.3.1 Anisotropic DMI and exchange coupling  

Fig. 7.1(a)-(c) show the crystal structure of AX2 monolayer. Each A atom is 

tetrahedrally surrounded by four X ligands. The layer group of AX2 is 𝑃𝑃4�𝑚𝑚2 which 

lacks inversion symmetry. From side views of AX2 in Fig. 7.1(b) and (c), one can see 

that an X atom bonding with two A atoms along x and y directions are in bottom and 

top layer, respectively.  
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To investigate magnetic properties of our systems, we adopt following spin 

Hamiltonian:  

𝐻𝐻 = −𝐽𝐽1 ∑ 𝑺𝑺𝑖𝑖<𝑖𝑖,𝑗𝑗> 𝑺𝑺𝑗𝑗 − 𝐽𝐽2 ∑ 𝑺𝑺𝑖𝑖′<𝑖𝑖′,𝑗𝑗′> 𝑺𝑺𝑗𝑗′ − 𝐾𝐾∑ (𝑆𝑆𝑖𝑖𝑧𝑧)2𝑖𝑖 − ∑ 𝑫𝑫𝑖𝑖𝑖𝑖<𝑖𝑖,𝑗𝑗> ∙ �𝑺𝑺𝑖𝑖 × 𝑺𝑺𝑗𝑗�, 

(7.9) 

where 𝑺𝑺𝑖𝑖 is unit vector indicating local spin of the ith A atom. < 𝑖𝑖, 𝑗𝑗 > and < 𝑖𝑖′, 𝑗𝑗′ > 

represent summation of all the NN and NNN A pairs, and 𝐽𝐽1 and 𝐽𝐽2 represent the NN 

and NNN exchange coupling, respectively. 𝐾𝐾 refers to the magnetic anisotropy. We 

first discuss DMI vector in AX2 monolayer, 𝑫𝑫𝑖𝑖𝑖𝑖, which is the key parameter in this 

work. 𝑃𝑃4�𝑚𝑚2 layer group contains two mirror symmetries 𝑀𝑀𝑥𝑥 and 𝑀𝑀𝑦𝑦. According to 

Moriya symmetry (MS) rules [44, 45], due to the existence of mirror plane across the 

middle of NN A-A bonds, the 𝑫𝑫𝑖𝑖𝑖𝑖  has the form as: 𝑫𝑫𝑖𝑖𝑖𝑖 = 𝑑𝑑∥�𝒖𝒖𝑖𝑖𝑖𝑖 × 𝒛𝒛� + 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧𝒛𝒛 , 

where 𝒖𝒖𝑖𝑖𝑖𝑖 is the unit vector between sites i and j, and 𝒛𝒛 is the out-of-plane (OOP) unit 

vector. A-X-A triplet coordinates in one mirror plane of AX2, which results in that 

OOP component of DMI component 𝑑𝑑𝑖𝑖𝑖𝑖,𝑧𝑧  vanishes required by symmetry feature. 

Due to the rotoreflection 𝑆𝑆4𝑧𝑧 in 𝑃𝑃4�𝑚𝑚2, the sign of in-plane (IP) DMI components 

should be opposite for 𝒖𝒖𝒊𝒊𝒊𝒊 along x and y direction (𝒖𝒖𝑖𝑖𝑖𝑖,𝒙𝒙 and 𝒖𝒖𝑖𝑖𝑖𝑖,𝒚𝒚). Therefore, 𝑫𝑫𝑖𝑖𝑖𝑖 

between the NN A atoms in x(y) direction can be expressed as: 𝑫𝑫𝑖𝑖𝑖𝑖,𝒙𝒙(𝒚𝒚) =

𝑑𝑑∥
𝑥𝑥(𝑦𝑦)�𝒖𝒖𝑖𝑖𝑖𝑖,𝒙𝒙(𝒚𝒚) × 𝒛𝒛�, where 𝑑𝑑∥𝑥𝑥=−𝑑𝑑∥

𝑦𝑦, thanks to the crystal symmetry protection. The 

orange arrows in Fig. 1(a) illustrate one possible configuration of 𝑫𝑫𝑖𝑖𝑖𝑖  of AX2 

monolayer. For both FM and AFM magnetic orders, this assumptive anisotropic DMI 

could favor ACW and CW spin spiral for an atomic chain along x and y direction, 

respectively. Another possible configuration of 𝑫𝑫𝑖𝑖𝑖𝑖  is that all DMI vectors have 

opposite orientation compared with that shown in Fig. 7.1(a). 
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Fig. 7.1. (a) Top view and (b, c) side views of AX2 monolayer. Red and blue/green 

balls represent magnetic and nonmagnetic elements respectively. The inset orange 

arrows of top view indicate the orientation of in-plane component of DMI between 

nearest-neighboring (NN) magnetic atoms. This DMI could favor the anticlockwise 

(ACW) and clockwise (CW) spin spiral along a chain of atoms in x and y direction, 

respectively. 

 

The magnetism of most discovered 2D magnets, such as VSe2, CrI3, CrGeTe3, 

MnSe2 and Fe3GeTe2, originates from partially occupied 3d orbitals. Accordingly, we 

choose A in AX2 monolayer as magnetic elements V, Cr, Mn, Fe, Co, and Ni. Under 

tetrahedral crystal field, d orbitals split into 𝑑𝑑𝑥𝑥𝑥𝑥 , 𝑑𝑑𝑥𝑥𝑥𝑥 , 𝑑𝑑𝑦𝑦𝑦𝑦  orbitals (𝑡𝑡2 ) with high 

energy level and 𝑑𝑑𝑥𝑥2−𝑦𝑦2 , 𝑑𝑑𝑧𝑧2  orbitals ( 𝑒𝑒 ) with low energy level. Among 366 

candidates containing 3d transition metal (range from V to Ni) in the open 

Computational 2D Materials Database C2DB [280, 281], we screen out 23 2D 

magnets satisfying AX2 formula and structural conditions to realize anisotropic DMI. 

We first give the DFT results about basic structure and magnetism properties of AX2 

family as shown in Table 7.1. We adopt the sign convention that J >  0 (J <  0) 

indicates the FM (AFM) coupling, and K > 0 (K < 0) indicates OOP (IP) magnetic 

anisotropy. In most AX2 monolayers, the magnitudes of J1 are much larger than that 

of J2. Interestingly, J1 are always FM for V and Cr compounds while turn to be AFM 

for Mn, Fe, Co and Ni compounds (exception for MnS2). In tetrahedral crystal, 𝑡𝑡2 ↔

𝑝𝑝 ↔ 𝑒𝑒  superexchange allows FM coupling, however, the 𝑡𝑡2 ↔ 𝑡𝑡2  and 𝑒𝑒 ↔ 𝑒𝑒  direct 

exchanges prefer AFM coupling, and the strength of 𝑡𝑡2 ↔ 𝑡𝑡2 is much larger than that 
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of 𝑒𝑒 ↔ 𝑒𝑒 [282]. Therefore, when 3d orbitals are no less than half-filled, strong AFM 

exchange coupling emerges, which responds for the variation of J1 of AX2 monolayer. 

Similar transformation between FM and AFM phases is reported in zinc-blende 

binary transition metal compounds [282]. One can also see that Mn atoms in MnX2 

(X = Cl, Br, I) monolayers have the highest magnetic moment (close to 5 𝜇𝜇𝐵𝐵) which 

gradually decreases for chemical elements on both sides of Mn in 3d transition metal 

row of the periodic table. The magnetic moment indicates that Mn has a high spin 

configuration (S = 5
2
), and the magnetic moment decreases to about 1 𝜇𝜇𝐵𝐵 to 3 𝜇𝜇𝐵𝐵 in 

other 3d transition metals quantitatively follow the total spin number of 3d orbitals, 

which obeys the Hund’s first rule. For AX2 with a certain A, distinct d↔p orbitals 

hybridization controlled by X induces the variation of specific value of magnetic 

moment. The result that Mn magnetic moment in MnS2 is less than MnX2 (X = Cl, 

Br, I) about 1 𝜇𝜇𝐵𝐵 implies that the 3d orbital is less than half-filled, responding for the 

FM exchange coupling. 

Fig. 7.2 shows the calculated DMI of AX2 family from CDED approach. We 

adopt sign convention that  𝑑𝑑∥ > 0 (𝑑𝑑∥ < 0) favors ACW (CW) spin configuration. 

Notably, the anisotropic DMI (𝑑𝑑∥𝑥𝑥=−𝑑𝑑∥
𝑦𝑦) is obtained in all AX2 monolayers, which is 

consistent with previous analysis. Interestingly, the strength of DMI in some systems 

reach to several meV, e.g., VSe2 (2.24 meV), FeS2 (-2.85 meV) and NiI2 (6.99 meV), 

which are comparable to many state-of-art ferromagnetic/heavy metal multilayers. 

Furthermore, to demonstrate the validity of results obtained from CDED approach, 

we perform qSO method where we consider SOC effects within first-order 

perturbation theory using self-consistent calculations to obtain 𝐸𝐸(𝒒𝒒) . Here, 𝐸𝐸(𝒒𝒒) 

represents the energy functional of spin spiral in AX2 monolayers where 𝒒𝒒 is spiral 

vector, and the DMI energy can be estimated by: ∆𝐸𝐸𝐷𝐷𝐷𝐷[𝒒𝒒] = (𝐸𝐸[𝒒𝒒] − 𝐸𝐸[−𝒒𝒒])/2[see 

Methodology]. We choose VO2 and MnBr2 as examples for FM and AFM phase, 

respectively. The latter calculations demonstrate the emergence of anti-topological 

quasiparticle in these two systems. Fig. 7.3(a) shows asymmetric energy dispersion 
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𝐸𝐸[𝒒𝒒] of a √2 × √2 × 1 VO2 supercell along Γ − M and Γ − M′ directions in 2D BZ. 

These two high-symmetry directions in reciprocal space correspond for directions of 

the NN V pairs in real space [see inset of Fig. 7.3(a)]. For 𝒒𝒒  along Γ − M , ACW 

rotating spin spiral is favorable, while for 𝒒𝒒 along Γ − M′, CW rotating spin spiral 

becomes more favorable, demonstrating the anisotropic feature of DMI. Moreover, 

with calculated ∆𝐸𝐸𝐷𝐷𝐷𝐷[𝒒𝒒] showing good linear dependence on 𝒒𝒒 nearby the Γ point 

[see Fig. 7.3(b)],  𝑑𝑑∥𝑥𝑥  and  𝑑𝑑∥
𝑦𝑦  can be determined to be 1.51 and -1.51 meV, 

respectively. The computational approaches of 𝑑𝑑∥ are given in Methods D. Different 

from VO2, the lowest energy appears at M/M′ point in MnBr2 [see Fig. 7.3(c)] which 

corresponds for G-AFM phase. Interestingly, the chirality of preferred spin spiral 

keeps opposite in Γ − M  and Γ − M′  directions. From the linear fit of ∆𝐸𝐸𝐷𝐷𝐷𝐷[𝒒𝒒] 

nearby M point [see Fig. 7.3(d)], we obtain that 𝑑𝑑∥𝑥𝑥 and 𝑑𝑑∥
𝑦𝑦 equal to -0.31 and 0.31 

meV, respectively. These results indicate that the qSO method has good consistency 

with CDED approach about chirality and magnitude of DMI of AX2 systems.  

In order to further investigate the origin of DMI, we calculate the layer resolved 

SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 between opposite chiral spin configurations. We find 

that  ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 has opposite preferred chirality with spin rotating along x and y directions. 

Fig. 7.4 shows the ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 with spin rotating along x direction. For X atom with weak 

SOC, such as O, S and Cl, large part of contribution to DMI originates from A atom. 

When SOC strength of X enhances (X varies from Cl to I), the contribution to total 

DMI from X keeps increasing, and in most cases, Xbot gives more DMI contribution 

than Xtop. This feature is consistent to Fert-levy model where A-Xbot-A can be 

considered as a noncentrosymmetric triplet. We also notice that for systems with 

small DMI, such as FeO2 and NiBr2, ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠  from A layer and X layer has similar 

magnitude but opposite chirality, resulting in these contributions cancelling each 

other.  
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Fig. 7.2. The calculated in-plane component of DMI for 23 AX2 monolayers. Red and 

blue bars represent the DMI between NN magnetic atoms at x and y directions 

respectively. Here 𝑑𝑑∥ > 0 (𝑑𝑑∥ < 0) favors spin canting with ACW (CW) chirality. It 

is noted that 𝑑𝑑∥𝑥𝑥 = −𝑑𝑑∥
𝑦𝑦 in all systems, which demonstrates the anisotropic feature of 

DMI in AX2. We give specific values of 𝑑𝑑∥𝑥𝑥 as shown by numbers of red bars.  

 

For AX2 system, there are two two-fold rotation axes (𝐶𝐶2) passing through NNN 

A atoms and perpendicular to each other. Based on MS rules, DM vectors between 

the NNN magnetic atoms should be along directions connecting these atoms, which 

favor helicoid spin propagations with opposite chirality.  However, the magnitude of 

NNN DMI (𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁) is very tiny compared with the NN DMI. For example, using four-

state energy mapping method, we find that 𝑑𝑑𝑁𝑁𝑁𝑁𝑁𝑁  of VO2 is only 0.041 meV. 

Moreover, calculated spin textures (see latter discussions) show that despite the NNN 

DMI is neglected, the antiskyrmion with both helicoid and cycloid spin spiral appears 

in VO2. 
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Fig. 7.3. Spin spiral energy E(q) (upper panel) and DMI energy Δ𝐸𝐸DM(q) (lower panel) 

as functions of spiral vector length q for (a, b) VO2 and (c, d) MnBr2. In VO2, E(q) is 

given respect to the ferromagnetic state at q = 0 while in MnBr2, E(q) is given respect 

to the antiferromagnetic state at q = ±√2/2. Black and red points are calculated with 

q along Γ − M and Γ − M′ respectively (see inset of a). Blue lines in (b) and (d) are 

linear fits of Δ𝐸𝐸DM(q), which is based on the atomistic extended spin Hamiltonian. 

 

 
Fig. 7.4. Atomic-layer-resolved localization of SOC energy difference ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 

between opposite chiral spin configurations for (a) vanadium/iron dichalcogenides, 

(b) manganese/iron/cobalt dihalides and (c) nickel dihalides. Here we show ∆𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 

with spin rotating along x direction. 
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7.3.2 Topological spin configurations  

Once all magnetic parameters in spin Hamiltonian 𝐻𝐻  are obtained, one can 

define the effective magnetic field 𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖 = − 1

𝜇𝜇𝑠𝑠

𝜕𝜕𝜕𝜕
𝜕𝜕𝑺𝑺𝑖𝑖

  and perform time evolution of 

spin on each atomic site to investigate real-space spin configurations, using the 

Landau-Lifshitz-Gilbert (LLG) equation: 𝜕𝜕𝑺𝑺𝑖𝑖
𝜕𝜕𝜕𝜕

= − 𝛾𝛾
(1+𝜆𝜆2) [𝑺𝑺𝑖𝑖 × 𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒

𝑖𝑖 + 𝜆𝜆𝑺𝑺𝑖𝑖 × (𝑺𝑺𝑖𝑖 ×

𝑩𝑩𝑒𝑒𝑒𝑒𝑒𝑒
𝑖𝑖 )] , where 𝛾𝛾  indicates gyromagnetic ratio and is set to 1.76×1011 T-1s-1, and 𝜆𝜆 

represents damping constant and is set to 0.2. In VO2 monolayer, FM antiskyrmion 

with diameter of 10 nm [yellow dashed square in Fig. 7.5(a)] emerges. There are Néel 

walls appearing in x and y directions connecting with four Bloch lines; and IP 

magnetic moments are along radial direction of these Bloch lines [see Fig. 7.5(b)]. 

Using the formula Q = 1
4𝜋𝜋 ∫ 𝑺𝑺 ∙ (𝜕𝜕𝑥𝑥𝑺𝑺 × 𝜕𝜕𝑦𝑦𝑺𝑺)𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 , the calculated magnetic 

topological charge Q is 1 for FM antiskyrmion in yellow dashed square. Due to the 

enhancement of FM exchange coupling and PMA, large size of domain separated by 

Néel DW appears in VS2 and VSe2 monolayers [see Fig. 7.6(a) and (b)].  

In range from CrO2 to MnCl2 in Table 7.1, uniform FM and G-AFM phases are 

observed, which is a consequence of much stronger Heisenberg exchange coupling 

compared with DMI. Interestingly, an isolated AFM antiskyrmion emerges on the 

background of large-size domain in MnBr2 [see Fig. 7.5(c)]. In the zoomed AFM 

antiskyrmion shown in Fig. 7.5(d), one can see that there are two opposite spin-

dependent sublattices with AFM coupling and opposite Q (+1, -1). Despite Q for 

AFM antiskyrmion is zero, it is topologically protected since it cannot be destroyed 

or split into pieces. The diameter of this AFM antiskyrmion is only 6.8 nm, which 

can significantly enhance integration level of corresponding devices. There is an 

angle of 45° between orientations of Néel walls in FM and AFM antiskyrmion [see 

Fig. 7.5(b) and (d)]. This angle actually arises from the difference of chosen unit cell 

for FM systems (1 × 1 × 1 ) and AFM systems (√2 × √2 × 1 ) in atomistic spin 

model simulations. Compared with MnBr2, the symmetric exchange coupling slightly 
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decreases while DMI largely increases in MnI2, which results in that AFM 

antiskyrmion is embedded in meandering domain [see Fig. 7.6(c)]. Notably, in CoI2, 

we observe the AFM vortex-antivortex pair [see Fig. 7.5(e) and (f)]. Similar to AFM 

antiskyrmion, the topological charge Q for both AFM vortex and antivortex is zero 

but topologically protected. For Ni-based systems, such as NiI2, high-density 

wormlike domains separated by chiral DWs are achieved due to significant DMI 

strength [see Fig. 7.6(g) and (h)]. Above scenarios clearly show that various 

FM/AFM anti-topological spin configurations are achieved in the family of AX2. 

Moreover, we demonstrate the dynamic stability of systems with chiral magnetism 

monolayer via phonon dispersions. Despite there is small acoustic imaginary mode 

nearby Γ point for VS2 and CoBr2 monolayers, this instability may not significantly 

affect the whole crystal structure and can be removed by ripples in structures. 

Experiments have shown that using molecular beam epitaxy (MBE), tetrahedral 

crystal in thin film form can be grown on the appropriate substrate [283, 284].  

 

 

Fig. 7.5. Real-space spin configurations of a 60×60 nm square and zooms of anti-

topological quasiparticle (indicated by the dashed square) of (a, b) VO2, (c, d) MnBr2 

and (e, f) CoI2 monolayers. The color map indicates the out-of-plane spin component, 

and the arrows indicate the orientation of in-plane spin component.  
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Fig. 7.6. Real-space spin configurations of 60× 60 nm square and zooms of anti-

topological quasi particle (dashed square) of (a) VS2, (b) VSe2, (c) MnI2, (d) FeI2, (e) 

CoCl2, (f) CoBr2, (g) NiCl2 and (h) NiI2. Antiferromagnetic antiskyrmion embedded 

in meandering domain emerges in MnI2, FeI2, CoCl2 and NiCl2, and only chiral 

domain walls are observed in VS2, VSe2, CoBr2 and NiI2. The color map indicates 

the out-of-plane spin component, and the arrows indicate the orientation of in-plane 

spin component. 

 

The DMI/NN exchange coupling ratios |𝑑𝑑∥ /  𝐽𝐽1 | of all AX2 monolayers are 

calculated [see blue dots of Fig. 7.7]. One can see that |𝑑𝑑∥/ 𝐽𝐽1| of VO2, FeI2 and CoI2 

are 0.159, 0.192 and 0.118, respectively, which are in the typical range of 0.1-0.2 for 

the skyrmion formation. Since spin textures are determined by J, K and 𝑑𝑑∥  

cooperatively, and K is neglected in |𝑑𝑑∥ / 𝐽𝐽1 |, it is convenient to introduce another 

dimensionless parameter, 𝜅𝜅 = |(4
𝜋𝜋

)2 2𝐽𝐽1𝐾𝐾
𝑑𝑑∥2

|, for systems with magnetic atom arranging 

in 2D square lattice. When 0< 𝜅𝜅 < 1, the magnetic ground state of system exhibits 
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spin spiral, whereas for 𝜅𝜅 > 1, the isolated skyrmion can be generated. The results 

for AX2 are indicated by red dots in Fig. 7.7. Contrary to 𝑑𝑑∥  favoring spin spiral, 

strong 𝐽𝐽1  and 𝐾𝐾  make spins coupled linearly, resulting in uniform FM or G-AFM 

phases. Therefore, chiral spin textures are difficult to emerge in AX2 combining small 

|𝑑𝑑∥/ 𝐽𝐽1| (<< 0.1) and large 𝜅𝜅 (>> 1), such as CrX2 (X=O, S, Se, I) and MnX2 (X=S, 

Cl), but tend to appear in systems with large |𝑑𝑑∥/ 𝐽𝐽1| and small 𝜅𝜅, such as VO2, AI2 

(A=Fe, Co) and NiX2 (X=Cl, I). Furthermore, we distinguish systems that hold chiral 

magnetism with light purple background, which are demonstrated by spin atomic 

model simulations. Despite only 𝐽𝐽1  is included, the two parameters above can be 

considered as criteria for possible formation of spin textures since the magnitude of 

𝐽𝐽2 is very small in most cases.  

 

 
Fig. 7.7. Two criteria that could be used to predict spin textures based on magnetic 

interaction parameters. Red and blue dots indicate the dimensionless parameter 𝜅𝜅 and 

DMI/NN exchange coupling ratios |𝑑𝑑∥ /  𝐽𝐽1 | respectively. The inset numbers give 

specific values of 𝜅𝜅  and |𝑑𝑑∥ /  𝐽𝐽1 |. Here we show these two criteria for 23 AX2 

monolayers. The column with light purple background means that the corresponding 

material can hold chiral spin configurations. 

 

In summary, we propose and demonstrate the anisotropic DMI in non-polar AX2 

monolayer with 𝑃𝑃4�𝑚𝑚2 crystal symmetry protection. We further unveil that various 

FM/AFM anti-topological quasiparticles can be stabilized without external field and 

provide two criteria that can predict possible spin configurations in these 2D magnets. 
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Moreover, the structure of AX2 can be considered as a crucial framework to search 

more 2D magnets that possess anisotropic DMI and non-trivial spin configurations in 

other material databases. Such materials have many unique advantages, such as 

flexibility, gate tunability, and miniaturization, to replace the complex bulk magnets 

or ferromagnet/heavy metal multilayers traditionally used to achieve anti-topological 

magnetism and lead to development of spintronic devices with simpler structure and 

higher efficiency. Our work thus provides a robust route to construct crystal 

symmetry protected anisotropic DMI and anti-topological magnetism in 2D magnets, 

which will be highly promising for future spintronic applications. 
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Table 7.1 The optimized lattice constant (a), bonding angle of A-X-A (𝜃𝜃), magnetic 
moments of A (m), nearest-neighboring and next-nearest-neighboring exchange 
coupling (J1 and J2) and magnetic anisotropy (K). The unit of a is Å; the unit of 𝜃𝜃 is 
degree; the unit of m is 𝜇𝜇𝐵𝐵 ; the units of J1 and J2 are meV; and the unit of K is 
meV/atom. We adopt the sign convention that J > 0 (J < 0) indicates the FM (AFM) 
coupling, and K > 0 (K < 0) indicates OOP (IP) magnetic anisotropy. 
 

 a 𝜃𝜃 m J1 J2 K 

VO2 3.111 117.108 1.155 10.072 -0.143 0.001 

VS2 3.651 107.844 1.556 30.868 1.767 0.012 

VSe2 3.819 105.381 1.883 39.444 -1.119 0.470 

CrO2 3.079 117.167 2.341 72.939 8.294 0.037 

CrS2 3.652 109.431 2.967 119.356 5.461 0.024 

CrSe2 3.870 108.317 3.271 130.731 -1.202 -0.180 

CrI2 4.213 100.646 4.022 55.222 -4.507 -4.379 

MnS2 3.805 115.345 3.767 92.057 13.693 0.254 

MnCl2 3.902 109.172 4.529 -12.351 -0.110 0.011 

MnBr2 4.062 105.977 4.526 -10.208 -0.097 0.018 

MnI2 4.356 104.745 4.509 -8.448 -0.068 -0.041 

FeO2 3.158 125.455 3.079 -91.897 4.183 0.912 

FeS2 3.300 95.458 3.415 -42.118 -4.664 -0.101 

FeCl2 3.880 112.412 3.617 -5.909 -0.596 -0.832 

FeBr2 4.048 109.357 3.602 -5.985 -0.223 -0.567 

FeI2 4.324 107.790 3.562 -4.654 -1.634 -0.191 

CoO2 2.993 116.199 2.743 -122.514 15.887 -0.302 

CoCl2 3.707 107.961 2.600 -8.269 -0.287 0.002 

CoBr2 3.900 106.074 2.571 -8.980 -0.240 0.004 

CoI2 4.191 105.767 2.503 -12.226 -0.266 -0.281 

NiCl2 3.482 100.244 1.535 -8.270 -0.171 -0.682 

NiBr2 3.683 99.615 1.469 -12.381 -0.180 0.438 

NiI2 3.966 100.230 1.321 -21.825 -0.705 -1.619 
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Chapter 8 Summary  

8.1 Summary 
In this thesis, by using first-principles calculations, tight-binding model and 

atomic spin model simulations, we propose approaches and realistic material 

candidates for solving crucial challenges [see detailed discussion in chapter 1 and 2] 

in the field of 2D magnets which impedes their applications in practical devices. We 

show that (i) tunning vdW interlayer distance can enhance PMA; (ii) PMA in 2D 

magnets further gives rise some non-trivial electronic states resulting in QAHE and 

AVHE; (iii) critical magnetism temperature in some 2D Janus magnets is even over 

room temperature; (iv) inversion symmetry breaking in 2D Janus magnets allows the 

existence of DMI, which results in the emergence of various chiral spin 

configurations; (v) ferroelectric polarization could be used to manipulate topological 

magnetism and (vi) 2D magnets with 𝑃𝑃4�𝑚𝑚2  symmetry hold symmetry-protected 

anisotropic DMI, and lots of novel FM/AFM topological magnetism appear in this 

family due this unique type of DMI.  

Next, we systematically summarize the main research results in thesis: 

In chapter 3, we demonstrate that the PMA of 2D FM semiconductor, NiI2 

monolayer, can be effectively enhanced by decreasing interlayer distance of Gr/NiI2 

heterostructure. Furthermore, by analyzing atomic-resolved MAE, orbital-

hybridization-resolved MAE and DOS, we clarify that the magnetic anisotropy 

enhancement originates from the electronic states of interfacial I atoms. At the same 

time, the NiI2 substrate induces proximity effects on graphene. Specifically, the 

magnetic exchange field and Rashba SOC are introduced to graphene, which leads to 

the QAHE. These results demonstrate the enhancement of PMA via tuning interlayer 

distance of vdW heterostructure and provides a possible vdW system for realizing 

QAHE. 

In chapter 4, we demonstrate that VSi2N4 monolayer is a 2D ferromagnetic 

semiconductor with valley-contrasting physics. By tuning the magnetization 
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orientation from IP to OOP, a relatively large valley polarization of 63.11 meV (93.51 

meV based on HSE06+SOC) is generated, which results in the AVHE in VSi2N4. 

Importantly, we obtain a formula of valley polarization and adopt a tight-binding 

model for VSi2N4, which unveils the physical mechanism of spin-valley coupling. 

More interestingly, under small tensile strain, VSi2N4 is tuned to a “ferrovalley” 

material with a spontaneous valley polarization. These results highlight the VSi2N4 

monolayer as a good candidate for both spintronic and valleytronic nanodevices.  

In chapter 5, we systematically investigate the magnetic properties of 2D Janus 

chromium dichalcogenides CrXTe (X=S, Se) under strain. We find that the CrSTe 

monolayer has high 𝑇𝑇𝑐𝑐  of 295K and an OOP magnetic anisotropy. In CrSeTe 

monolayer, the DMI is comparable to that in state-of-the-art FM/HM heterostructures, 

which can favor the formation of chiral Néel DW and skyrmions. As tensile strain 

increasing, the FM exchange coupling and PMA of Janus CrXTe monolayers both 

increase significantly, and the magnitude of DMI is reduced. Therefore, the 

ferromagnetism of Janus CrXTe monolayers is obviously enhanced, specially, 

distinct chiral spin textures are induced in CrSeTe monolayer. We not only give good 

candidates for achieving topological spin textures but also show that chiral 

magnetism in 2D magnets can be effectively tuned by strain. 

In chapter 6, we realized the FE-controlled topological magnetic phases in Janus 

magnet-based multiferroic vdW HS, MBST/In2Se3. We find that when the 

ferroelectric polarization of In2Se3 reverses from up to down, the loops of vortices 

and antivortices are transformed into skyrmions with diameter of only 5 nm. The 

distinct magnetic phases are potentially used as “0” and “1” bit carriers for realizing 

the binary data encoding and storage. In MBST/In2Se3 HS with up polarization, the 

loops can be further tuned to bimeron solitons by applying IP magnetic field. 

Moreover, the analysis unravels that the emergence of skyrmions arises from large 

variation of magnetocrystalline anisotropy, which is caused by interlayer charge 

transfer depending on FE polarization. These reveals the potential of control of 

magnetic skyrmions in atom-thick vdW heterostructure by FE polarization without 
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assistance of external magnetic field, which will benefit for the fields of spintronics. 

The understood mechanism can guide searches for significant ME coupling in other 

Janus magnet-based multiferroic HSs, which possibly brings more nontrivial physical 

properties.  

In chapter 6 and 7, we propose a type of artificial materials, 2D Janus magnets, 

for achieving topological magnetism. Notably, 2D Janus materials without 

magnetism, such as MoSSe and PtSSe monolayers, have been synthesized in 

experiments by adjusting the reaction atmosphere [256, 257]. Therefore, it is 

expected that the experimental realization of 2D Janus magnets in future. 

In chapter 7, we propose and demonstrate that crystal symmetry protected 

anisotropic DMI can be realized in a family of non-polar AX2 monolayer with 𝑃𝑃4�𝑚𝑚2 

space group. We show that many novel anti-topological spin textures including FM 

antiskyrmion and AFM antiskyrmion/antiskyrmionium/vortex-antivortex pair can be 

stabilized in these 2D materials without external field. Our work reveals the potential 

to generate anisotropic DMI and topological quasiparticles in a family of pure 2D 

magnets by using group symmetry protection. Moreover, AX2 monolayer can be 

considered as a crucial framework to screen out more 2D magnets with anisotropic 

DMI and non-trivial spin textures. 

8.2 Future works 
One of the biggest challenges in today’s world for human is realizing the 

tremendous information storage, processing, handling and reading with ultra-high 

speed and ultra-low-energy consumption. Magnetic skyrmion, a type of swirling spin 

textures, have many advantages including small size, high stability, high speed and 

low-threshold driving current, which is very hopefully used as the information carrier 

in next-generation spintronic devices and brings revolution to information industry. 

More interestingly, magnetic skyrmion in 2D magnets could inherit unique physical 

properties of 2D materials such as flexibility, gate turnability and intrinsic atomic 

thickness, which makes skyrmion is closer to practical applications. Despite some 
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approaches and material systems have been proposed in this thesis to solve crucial 

problems in this filed, there are important questions needed to be answered in future. 

(i) Exact dynamic properties of topological magnetism in 2D magnets. It is well 

known that the ISB-induced DMI could arises topological magnetism. However, the 

dynamic properties, such as motion speed and trajectory under spin-polarized current, 

of topological magnetism in 2D magnets are still unclear. If topological magnetism 

is considered as information carrier in future electronic devices, the current-driving 

behavior have to be clarified. Due to intrinsic atomic thickness and smooth edge, it 

is expected that the situation is quite different from bulk system. Moreover, various 

vdW HSs can be constructed by 2D magnets and other 2D materials such as graphene 

and TMDCs. large SOT could arise from the Rashba-Edelstein effects in interfaces 

of HSs. Therefore, SOT-driven topological magnetism also deserves to be 

investigated in these systems.  

(ii) Specific structures of spintronic devices. After Figuring out the 2D material 

candidates and corresponding dynamic behavior of topological magnetism, we need 

design to some protypes of spintronic devices that can make full use of advantages of 

topological magnetism in 2D materials and judge its performance by comparing with 

traditional and commercially used devices such as STT-MTJ, which thus provides 

direct guidance for experimental and industrial research.   
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