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Chapter 1

Introduction

1.1 Background

It is widely accepted by both the global scientific community [1] and the

biggest political bodies, such as the United Nations [2], that climate changes

due to the impact of human activities in post-industrial societies constitutes

the biggest problem facing mankind, with potentially dire and wide-ranging

consequences on a global scale. The root cause of these issues can be traced

to the uncontrolled emission of large amounts of greenhouse gasses, like

carbon dioxide (CO2), in the atmosphere. The primary process responsible

for this can be easily identified in the combustion of fossil fuels like coal

or oil derived products, used for heat and power generation. Progress is

being made in energy generation, with up to 25% of electricity coming from

renewable energy sources, as shown in Fig. 1.1.

Electrification is increasingly seen as a possible solution toward reduction

of greenhouse gas emissions from human activities that traditionally rely on

fossil fuels as their primary energy source [4]. However, there is still a varied

group of sectors, denominated “hard-to-abate”, for which no currently viable,

carbon-neutral alternative is available. For some of them the fossil fuel is

2



Figure 1.1: Renewable energy share in the overall energy mix [3]

not only a source of energy, but also performs a crucial role in the whole

process, that can not be performed using only electricity [5]. This can be

exemplified by the steelmaking process [6], where coal coke is crucial in the

chemical reduction of the iron oxide containing mineral ore to pig iron. In

other sectors direct connection to the power grid completely impossible, like

for transportation [7]. The aviation sector in particular, whose emission have

steadily increased due to its fast and continued growth, can be included in this

last category. To tackle the decarbonization challenge in this field, roadmaps

have been produced from industry-wide coalitions including airlines and

aircraft manufacturers, or regulating bodies, in both the United Kingdom [8],

European Union [8] and China [9].

Unfortunately, the low volumetric and gravimetric energy density of

all currently available forms of energy storage make direct electrification

impractical, if not outright impossible in the near future. It is for these

reasons that, as a short term measure, the emissions form the aviation

sector need to be minimized, by increasing the fuel efficiency of modern

airliners as much as possible. The first avenue that is being thoroughly

explored [10–12] is the transition to a More Electric Aircraft (MEA), where

pneumatic and hydraulic subsystems in the aircraft are replaced with electric
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power distribution and actuation. These ideas have also started to find

traction in the commercial aviation industry, with the Boeing 787 going

for a no-bleed architecture, reducing fuel consumption and emissions by

increasing the thermodynamic efficiency of the turbofan engines [13]. When

looking at less conventional architectures, even larger efficiency gains are

possible with the introduction of a hybrid electric approach [14] to the main

propulsion engines. The use of a turbogenerator inside the plane fuselage

and several electric motors in a concept defined Distributed Propulsion [15],

this gives much more freedom to the aircraft designer in the optimal and

independent positioning of both energy generation and propulsion subsystem

in the aircraft enabling among other things more efficient aerodynamics,

leading to a very large fuel burn reduction. A common trait between all

the proposals is a considerable shift toward electrification of a number of

mission critical systems, including main propulsion. Among the biggest issues

blocking a wider adoption of electric infrastructure in aircraft are power

density and fault tolerance, as discussed in [16, 17]. On the front of power

density, wide-bandgap devices [18] with their high operating frequencies allow

designers to reduce both size and weight of power converters, by reducing

the size of passive filtering components. While on the reliability front, the

adoption of fault-tolerant architectures is one of the more promising avenues

of development, to bring electric systems’ reliability up to levels acceptable

in the aviation field. Distributed architectures in particular, as studied in

this thesis, can not only be developed to be tolerant to a desired number of

faults, but can also offer other benefits, like scalability and modularity, both

desired properties with increasing power requirements.
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1.2 Guiding principles and Contribution

The aim of this work is to explore the needs, in terms of power electron-

ics and control of high power fault-tolerant machine drive when used in

mission critical aerospace applications. Much work has already been done

to develop high performance electrical machines and converter topologies,

making large gains in these fields less likely. The architectural and control

levels on the other hand have been much less explored, making an in depth,

system level study of these topics worthwhile. The main focus throughout

the whole design process has been total scalability of the designed architec-

ture, achieved through vertically integrated co-design of power electronics

hardware, firmware and software. In this thesis a distributed fault-tolerant

drive architecture is presented, potentially able to scale effortlessly up to

hundreds of phases, without significant redesign.

Few key technologies enabling high frequency distributed current control

in a scalable system have been developed. A custom communication protocol

has been introduced, designed from the ground up for distributed power

electronics control applications, enabling sub microsecond communication

latency on bandwidth limited channels, like common and cheap plastic

optical fibres. Being tailored to the specific application it also avoids the

common pitfalls related to the industrial automation origins of the most

common protocols.

A second cornerstone of the architecture, introduced in this thesis, are

a custom Instruction Set Architecture (ISA) and the related processing

core, tailored to perform control system calculations with total determinism,

as opposed to the commonly used Discrete DSP processors. Their imple-

mentation inside an FPGA combines the advantages of both systems, with

scalability and determinism proper of custom logic, while retaining the ease

of development typical of software systems.
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Finally, a highly scalable synchronous reference frame current control

strategy is adopted, in order to take full advantage of the designed dis-

tributed drive architecture. The avoidance of commonly used reference

frame transformations completely decouples the implementation of current

controllers between phases, enabling parallelization of the entire control

system, that channels, in case of necessity, be partitioned across multiple

computing nodes, without the strict need for high speed communication

links between them.

1.3 Content of the Thesis

Chapter 1 This introductory chapter contextualizes the work presented in this

thesis within the wider research sector, showing its importance for

electrification and decarbonization of the aerospace sector. Here, the

novelty of the research that has been carried out is also detailed and

the structure of the thesis presented.

Chapter 2 This chapter gives an overview of the state-of-the-art as pertaining to

the subject of this thesis. First the various possible tolerant actuation

hardware configuration are revised, both from a high level system view

and from drive component perspective. The second area subjected

to the review is the possible multiphase current control methodolo-

gies, able to support fault-tolerant operation. Finally, an overview of

the development in power distributed system architectures in power

electronics is given.

Chapter 3 The chapter describes in detail the hardware design of the power cells

used in the system architecture proposed by this thesis. An initial

set of starting requirements is used to guide an initial multi-objective

design optimization, that helped fix few initial key requirements like
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switching frequency, switching device model, number of devices in

parallel, and others. Then the specific schematic design is presented,

detailing all the major design choices.

Chapter 4 Here the FPGA based control platform architecture is described, con-

sistent of three layers. First is the Human Machine Interface (HMI),

that allows the users and researchers to easily operate the drive, modi-

fying parameters or operating modes, while at the same time giving

feedback on the whole system status through a real time plot of a

number of selected data-points. The second layer, the management

layer, is a software component that acts as the back-end operation of

the HMI, saving user specific data like parameters, scripts, programs

and so on, while also managing the low level interface with the control

logic. Last is the Control layer, implemented directly in FPGA logic,

that is responsible for all real-time control tasks.

Chapter 5 In this chapter the femtoCore embedded DSP is presented, a processor

ISA and implementation specifically designed for feedback control

system implementation. Thanks to the custom design and tight in-

tegration with the surrounding logic it allows to achieve the same

guarantees in terms of determinism and jitter free operations typically

achieved by FPGA systems while also enjoying the ease of program-

ming commonly associated with pure software development, obtaining

the best of both worlds. The interleaved Single Instruction Multiple

Data (SIMD) execution model further simplifies the implementation

of multiphase control systems.

Chapter 6 This chapter presents the Independent current control methodology,

designed for seamless and scalable fault-tolerant operation. Starting

from the development of a single phase machine model with two degrees

7



of freedom (input voltage and operating frequency). Then the static

reference frame current controller is presented, analysed and tuned

with an H∞ robust tuning approach. Finally, a state space stability

analysis was performed to ensure stability of the control system in

both the pre- and post-fault scenario.

Chapter 7 The chapter presents detailed system level simulations of the designed

architecture. First the electric domain alone is simulated, verifying

performance and stability, when taking into account higher order

effects. Then a thermal model of the converter is introduced to verify

its behaviour, especially with respect to possible thermal runaway

scenarios. Finally, a sensitivity analysis is performed to evaluate

the most influential parameters with respect to selected performance

metrics.

Chapter 8 Here the proposed fault-tolerant drive architecture is experimentally

validated and qualified. Single power cell testing is performed to

evaluate the hardware design and ensure trouble free operation. Then

the entire system is tested with a six-phase asymmetrical permanent

magnet synchronous machine. Steady state testing demonstrates the

output current quality. Load steps are performed to evaluate the

control dynamics and finally the system behaviour in response to

a single open-phase fault is evaluated, showing good pre- and post-

reconfiguration behaviour.

Chapter 9 This last chapter draws the conclusions of the performed work, while

also presenting few interesting future avenues of development.
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Chapter 2

State of the Art

2.1 Reliability and Fault tolerance in electric

drives

When approaching the design of a high value system, clear reliability goals

should be specified during the initial phases, along with all other requirements,

Mean Time between failures (MTBF) and failure rates being among the

most commonly used. Only at this point the true design process can begin.

Two philosophies can be followed to meet these targets, increasing the

inherent reliability of the components to completely prevent failures, and

fault tolerance, where faults are treated as inevitable, and designers aim to

guarantee that the system remain functional despite them.

In a vast majority of cases design for reliability techniques are enough to

achieve the stated objectives, however for truly mission critical equipment,

neither of these two approaches alone is sufficient, as they largely complement

each other. While avoiding failure by design is certainly preferable, it is not

always possible, either for technical reasons such as cost, weight or volume

restrictions or, more fundamentally, because the probability of a random

unforeseen event leading to a design failure cannot be eliminated entirely (i.e.
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cosmic rays or high energy gamma ray bursts hitting semiconductor devices).

To address this possibility, a fault-tolerant approach must be followed, where

the system is partitioned in smaller subsections, that can work independently

of each other, to keep operating even in these circumstances. This strategy

is also not viable when applied alone, since the use of insufficiently reliable

components can lead to multiple and cascading failures that quickly defeat

the available level of redundancy.

2.2 Design for Reliability

The design process for mission critical systems must include a comprehensive

reliability analysis study that can, through physics of failure techniques [19],

assess the most common modes of failure, quantifying their importance in

terms of impact to the desired figures of merit. When performing these

analyses it is important to consider the impact of all components in the

design towards the global failure, including the manufacturing process as

it also plays a vital role in the reliability of any manufactured good, as

discussed in [20]. Thus detailed knowledge of the statistical distributions in

material and process related parameters is fundamental, as any divergence

with those assumed for reliability analysis will completely invalidate all

results, leading to large discrepancies between real and forecasted and failure

rate.

It is for these reasons, that the application of a complete reliability

analysis, when working at a purely architectural level is rarely warranted,

even when the realization of a laboratory scale demonstration system is

required, as this will be inevitably very different from the series production

units to be deployed. Resulting in potentially misleading results.
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Figure 2.1: Possible fault types in a drive system

2.3 Hardware failure modes

Before evaluating a system ability it is critically important to examine the

possible failure modes in a typical actuation system, their likelihood and

the possible mitigations available at the design level. In Fig. 2.1 is shown a

hierarchy of faults categorized on the base of the component they involve.

Starting from the electrical machine itself, only stator faults have a direct

impact on the design of a fault-tolerant drive system, as no mitigation or

tolerance to them is even theoretically possible from the electrical domain,

like in the case of a mechanically locked rotor. The simplest class of problems

to deal with is open circuit faults in one or more phases; due to their stable

and self insulating nature they only require control level changes. Another

class of failure mechanisms is short circuit connections in the stator coils, of

which two types are possible. Short to neutral (also known as inter-winding

shorts), can be treated similarly to the previous class, with the affected

phase drive being excluded, in order to avoid any current flow through the

damaged components. The second, much more serious category of machine

issues that can arise during operation comprises short circuits to grounded

components of the machine, like chassis or slot walls. These, while being

very similar to inter-winding shorts, must be treated differently, as it is not

possible to fully isolate the affected phase. It should also be noted that
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even a small amount of current flow through a grounded component will

likely pose electrocution and electromagnetic interference hazard. Making

this type of issues very difficult to deal with even when segmented multi

three-phase stators are used, as long as there is any significant magnetic

coupling between them.

Moving further upstream, in traditional, non-integrated, drive systems

the cable linking machine and inverter has several associated failure modes.

The open circuit one, having the same effects of an open circuit winding fault,

is dealt with in an identical manner. Other problems that can affect cables

are short circuits, either between phases or toward the shielding conductors

and braids. These two cases need to be treated separately, as in the first case,

where the conductors feeding two separate phases are shorted, a control level

response can be sufficient to keep the system running, as long as enough

redundant phases are present in the system, being the two affected machine

windings now effectively in parallel. The second scenario, where a phase

conductor is shorted with the cable shield, depending on whether this is

grounded or not, can either be unrecoverable, for reasons similar to the

corresponding machine fault, or it might be addressed by shutting down the

affected phase.

When considering a standard two level voltage source inverter (VSI),

three separate classes of failure modes are possible. Open circuit faults arise

when one or both the transistor groups for a phase can not be switched on,

either because of an internal problem or due to a malfunction in the complex

gate drive circuits. This fault represents a stable configuration that can

again be dealt with through control level actions. Short circuit faults are

also possible, where the device fail to turn off permanently connecting one of

the machine terminals to either the DC side power supply. This second class

of issues can be managed in the same way as the previous one, if external
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means to disconnect the offending phase, through contactors, thyristors or

even fuses, are present. In a system without these provisions the transistor

themselves can be made to act as fuses physically destroying them through

a controlled overcurrent event.

Another issue that can arise preventing the inverter, and consequently

the whole drive system to operate, is a loss of supply condition, where the

incoming power feed is lost due to an external event. When a traditional

power distribution architecture is employed, no mitigation against these

type of problems is possible. However, with the advent of smart grids, even

for vehicular applications, a multiple active bridge frontend [21] can allow

the drive system to operate from multiple supplies, mitigating the risk of a

complete loss of power. It should also be noted that as well as improving

overall reliability, system efficiency and flexibility can also be increased, by

adjusting the inverter DC-link voltage to the most appropriate one for the

intended application.

Finally, faults in sensors and auxiliary systems, if not correctly managed

during system design and integration can also bring down the entire system.

With regard to rotor speed/position sensing, any issues in this subsystem

can be solved by switching to a fallback sensorless current control algorithm.

In case of a loss or degradation of current sensor data, depending on the

degree of redundancy available in the system, the drive can either keep

operating by reconstructing the missing current from the other ones, by

taking advantage of the zero-sum nature of symmetric phase sets, or if not

enough working sensors are remaining, the affected phase can be shut down,

with the drive continuing operations with a reduced phase count. Other

minor issues can present challenges if not considered, loss of communication,

as an example, can be easily managed through the simple addition of fully

redundant links, while in case of a loss of control logic supply, a simple
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Component Probability of fault
Machine Stator 1.4× 10×−8

Inverter & controller 8.6× 10×−5
Power supply 5.4× 10×−5

Table 2.1: Probabilities of fault broken down for each component of an
actuation system

backup battery can keep these, typically low power systems, running for

long enough avoid operational issues.

While obtaining a statistically significant description of the fault proba-

bility of each component, with information about each single failure mode

and relative rate of occurrence is very challenging and well beyond the scope

of this work. It is nonetheless important to have an estimate probability of

failure for each component of the system, to avoid spending time and energy

improving a non-critical part of the system. From the fault probabilities

given in [22], and shown in Table 2.1, is clear that the reliability of both

the inverter, with its controller and that of the power distribution system

is far lower than the windings one, and as such these two parts of the

actuation system need to be improved. Regarding the supply side much

work is being done with the proposed integration of smart grids to vehicular

power distribution networks [23], while the work presented in this thesis will

focus on the second aspect, reliability of the inverter and its controller.

2.4 Hardware Fault Tolerance

Since the consequences associated with a catastrophic system failures, in

mission critical applications can be extreme, the design process for electrical

drives, when targeting them, cannot rely uniquely upon design for reliability

techniques, a multi-tiered approach needs to be applied, to guarantee opera-

tion even in case of fault events. All these considerations point to the need
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for fault tolerance in these types of systems whereby redundancy is used to

insure correct behaviour in all situations [24].

The first choice presented, when designing an electromechanical actuator

system (EMA), from a fault tolerance point of view, is the type and quantity

of faults that the system must be able to handle. Once this information

is available one of several redundancy types, as delineated in [25], can be

employed to reach the desired goal.

• Complete subsystem redundancy: The entire subsystem, compris-

ing the load, is treated as a complete unit, and replicated, so that even

in case of total failure, the overall desired functionality is not com-

pletely compromised. The main benefit of this approach is simplicity

in terms of development, as regular non-Fault-tolerant components can

be used. This solution is not always applicable or even desirable due to

either the high cost, or the unreasonable volume/weight requirements.

• Full actuator redundancy Where multiple EMA are connected

to the same mechanical load. In this case electrical machine, the

electrical drive and any necessary controller are taken together as

single component. Historically this solution has been the most adopted

especially for small size machines. This solution is possible since

the characteristics of the mechanical parts in a typical EMA have

favourable and well understood reliability techniques

• Machine drive redundancy If the drive reliability is much lower with

respect to the machine itself, as is typically the case, due to the large

difference in complexity between the two, it can be worth replicating

only the weakest component, as opposed to the whole system. This

strategy can only be used in combination with electrical machines that

can operate with both one or more three-phase winding sets.
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• Internal component redundancy At this level redundancy is added

within each component itself, like more phases or winding sets in order

to keep a level of functionality in the component even after a fault, for

this strategy to work the component must be able to not only keep

working correctly after the fault but also to survive the fault transition.

Historically the first two solutions have been the most adopted, as

they allowed to work with mostly standard components, avoiding the need

for custom designs. The increase in complexity in both loads, electrical

machines and especially drives electronics meant that the drawbacks of

these approaches continued to grow with the rising cost, weight and volume

of the individual components. Determining shift in both academic and

industrial interest toward the last two type of redundancies. As with these,

many non-critical components can be shared between the various redundant

sections.

2.4.1 Complete subsystem redundancy

This type of redundancy architecture relies on the duplication of entire

subsystems, so that in case of a failure the affected portion can be safely

excluded, leaving the rest of the system unaffected. An example of this is

the propulsive system of modern airliners, composed of multiple engines,

that can be independently excluded in case of fault. While full replication

can offer the best fault isolation ensuring excellent protection from cascading

failures, it is only applicable in very specific scenarios, since such a large

degree of replication is very expensive both in terms of performance and

monetary cost. As a result it is typically only used when the replication is

also beneficial from a performance perspective.
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Figure 2.2: Full actuator redundancy diagram

2.4.2 Full Actuator Redundancy

This type of redundant actuation architecture, conceptually shown in Fig. 2.2

is the earliest one employed where full system redundancy is not possible,

in [26] a dual machine solution is developed for potential usage on primary

flight surface where machines are coupled through a common gearbox onto

a single shaft. Another option is the use of axially segmented machines,

as in [27] where two completely separate stators can act independently on

a single rotor. In both cases the two electrical machines are completely

unrelated to each other, with only a mechanical side connection. In case of

fault in one of the two electrical systems, the other system can continue to

work completely unaffected, when the faulty part of the system is discon-

nected. Another advantage of this solution is that large degree of separation

between system partitions allows the use of standard components, potentially

lowering total cost.

2.4.3 Machine drive redundancy

As widely attested in the scientific literature [34–36], the reliability of

electrical machines is much higher than the one of machine drives, as the

much higher complexity of these electronic systems, drive up failure rates.

To avoid the duplication of an entire machine when its reliability is high
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Figure 2.3: Machine drive redundancy diagram

enough for the required application segmented machine designs can be used.

In these systems the machine is partitioned, as shown in Fig. 2.3a with

several independent sections, carefully designed in order to minimize mutual

couplings in case of failure. Each one of them is paired with its own machine

drive, to guarantee fault-tolerance increasing overall reliability. Several

examples of this strategy are studied in literature [28–30] with up to four

independent three-phase sets. An additional benefit of this partitioning

is the simplification of the drive design itself, lowering the peak current

requirements.

Another possibility in this space, as shown in Fig. 2.3b is the use of

separate per phase drive units, as proposed in [31–33]. This architecture

while requiring a more complex and custom set of drive components, can be

beneficial for small machines, where the per phase current is low enough to

allow the use of a standard machine design, with less stringent requirements

regarding the minimization of coupling between sections.

2.4.4 Internal component redundancy

The last possible redundant actuation architecture, involving the least

amount of duplication, consists in the use of components that can sus-
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tain one or more faults without loss of functionality and with only minimal

loss of performance. When this solution is applied correctly, it can achieve

equivalent levels of protection as the previous ones, while potentially being

more power dense and economical.

The components designed to be used for these applications must be ex-

plicitly partitioned into several independent subsystems, with the boundaries

between them carefully considered in order to avoid faults cascading through

multiple sections. From a machine design point of view multiphase machines,

as shown in [37, 38], have been thoroughly researched, the use of a single

neutral point allows a machine to sustain a higher number of faults with

respect to a corresponding multi-three phase one, where the performance

degradation when running in a faulty state is much more severe [39]. It

should be noted that where both galvanic isolation between multiple supplies

and high performance in a post-fault scenario are needed a hybrid approach

can be followed, with machines composed by multiple polyphase sets.

On the drive side several classes of fault-tolerant architectures have been

proposed over the years. The first is based on slightly modified regular

three-phase drive systems, such as presented in [40–42], where some fault

tolerance is achieved without meaningful system level changes, enabling
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these drives to be even used in retrofits. Another class of fault-tolerant

drives, proposed in [43, 44] consist of simple integrated multiphase drive,

where the structure of a conventional three-phase VSI inverter is extended

to cover the additional phases. The simplicity of this approach makes it

appealing, however the high degree of coupling between phases increases

the risk of fault propagation. A more promising approach, which can be

seen as a hybrid between this and the single phase drive units approach

(previously shown in Fig. 2.3b), is the use of a distributed drive architecture,

as shown in Fig. 2.4, where the machine neutral is still connected, but each

phase is driven by its own power electronics. In these type of systems [31–33,

45], only a single DC link is used, as the single neutral point would break

the galvanic isolation between separate power domains. In a system with

physically separated phase drive modules, the parasitic inductance of the

DC-link connections between phases limits the spread of faults, decreasing

the chance of them cascading and bringing down the entire drive.

2.5 Fault-tolerant Control

Along with hardware physically capable of enduring partial faults without

compromising the whole system operative status, it is also important for the

current control strategy to be resilient to failures. The solutions proposed in

scientific literature can be categorized in three groups, as shown in Fig. 2.5:

Field Oriented Control (FOC) derived techniques, where the controllers act

in a rotating frame of reference synchronized with the rotor; Fault-tolerant

DTC, which extends traditional Direct Torque Control; and static reference

frame control where the current controller acts directly on each phase current

completely independently.
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Figure 2.5: Fault-tolerant current control classification

2.5.1 Control of multiphase machines and Vector Space

Decomposition

Given the sinusoidal nature of the problem and high degree of coupling

present in a multiphase machine, the direct development of an effective

current control strategy is not an easy task, consequently the use of reference

frame transformations is very common, allowing both for a reduction, or

even elimination, of the couplings while permitting the use of quasi-static

DC values in the controllers. The most popular of these approaches makes

use of the Vector Space Decomposition (VSD), introduced in [46], where the

n-dimentinal space is partitioned in a number of 2-dimentional subspaces

orthogonal with respect to one another. Moreover, the transformation is

constructed explicitly to concentrate all fundamental frequency components

of the currents in a single subspace, usually denoted α− β, while all higher

order harmonics are relegated to the others. This determines that, once ne-

glected the second order effects, only vectors in the first sub-plane contribute

to the electromechanical torque generation process. To further simplify

control design, a rotation matrix (Park transformation) is used to go from

static to a rotating frame of reference, allowing the use of traditional PI

controllers that are not able to achieve zero steady-state error when tracking

sinusoidal references. Several variations of this traditional approach have

been proposed in [47–49].
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The most notable downside of traditional VSD based control strategies

is the lack of fault tolerance, since in case of failure, the controllers will start

to produce set-points that are likely invalid or not reachable in the post fault

scenario, leading to poor tracking and eventually instability. The root cause

of the issue is the dependence of both direct and inverse VSD transformations

on the state of health of the system. The most natural solution to the issue

is the adoption of a fast fault detection algorithm that can, once identified

type and location of the fault, trigger their substitution with different ones,

specifically chosen depending on system current health state. This strategy,

while conceptually very simple, has some serious downsides and complications

that make a robust and general purpose implementation very difficult,

especially for systems with a high phases count. The transformation swap,

needs to be handled smoothly and carefully to avoid further destabilization

of the system due to the controller internal state mismatch between pre-

and post- changeover scenarios. Fast fault detection is also problematic

as there is an inherent trade-off between robustness to sensor noise and

bandwidth. The biggest problem for these strategies is however their limited

scalability, as 2nph system states are possible from a health perspective, each

one associated to a different set of transformations, leading to an exponential

growth in complexity with the number of phases.

A second approach to VSD based fault-tolerant operation, introduced

in [50], relies on heavy saturation of the controllers available output for the

non-torque generating subspaces to limit the influences of cross coupling

and errors present in the post-fault scenario. This effectively solves all the

problems of the regular FOC, at the price of loss of control authority and

consequently tracking for the non α− β plane currents.
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2.5.2 DTC and others

The use of direct torque control has also been extended for use in fault-

tolerant multiphase drives, as proposed in [51, 52]. The common idea behind

these methods consists in the fast detection of the fault coupled with the

substitution of the switching states look-up table with the appropriate one

for the post-fault health state of the system. This avoids the first issue that

plagues FOC implementations, as no substitutions upstream of the controllers

need to be made, allowing them to keep working as in the nominal case,

however it still suffers from the same scalability issues, being the switching

states table dependent on the specific fault configuration of the system. Fast

fault detection is also needed as before, with similar considerations with

respect to the bandwidth.

Few completely different approaches are, shown in [53] and [54], where

the control is done on a per-phase basis without machine specific transfor-

mation steps, either through the use of resonant controllers, that can track

sinusoidal references, or through PI controllers in a rotating reference frame

synchronized with the desired output sinusoids. These techniques maintain

one-to-one correspondence between phases and controllers, eliminating the

need for health state specific transformations. This solves both the issues

of poor scalability and stability as the remaining phases are only indirectly

affected by the fault. The reconfiguration of the system to its post-fault

configuration is also much easier requiring only a routine reference change,

as opposed to a complete controller substitution.
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2.6 Distributed System Architectures

2.6.1 Introduction to distributed systems

Distributed systems are of common use in many fields where the properties

of scalability or fault tolerance are desired, from computing [55] to communi-

cations between remote nodes [56] and large scale control systems [57]. Even

in power electronics, there are clear examples of large-scale use of distributed

system to tackle the problems that arise from the massive needs in HVDC

power transmission, with Modular Multilevel Converters (MMC) [58]. In

the context of fault-tolerant drives a distributed structure can help increase

overall reliability. The effective design of a distributed system requires

addressing several challenges in the areas of communication, topology and

synchronization. These will be highlighted in the following sections.

2.6.2 Communication

The foundation of any distributed system is the communication network that

links the various nodes together and its choice is instrumental in guaranteeing

both performance and fault tolerance. Due to the hard real time constraints

encountered in a power electronics system, introduced latency is the key figure

of merit that needs to be evaluated during the protocol choice phase. Several

projects in the MMC space have made successful use of communication

systems based on the EtherCAT protocol [59–61]. This was designed by

Beckoff Automation for process control and industrial automation and, when

used in combination with proprietary lower layers, as opposed to the standard

Ethernet hardware used for less critical systems, can reach sub millisecond

cycle times. The main benefit of the adoption of this protocol is the relative

ease of implementation, due to the large number of standard compliant

software IP available. The biggest drawback of this approach is the large
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software complexity needed to support a standard compliant higher layer

implementation, that can interoperate seamlessly with other components

in the ecosystem. The use of a ring topology also limits is usefulness in

fault-tolerant systems.

Several research teams have also proposed semi-custom communication

protocols that leverage a standard data link layer for the second level of the

ISO/OSI network stack, coupled with custom topologies and ad-hoc physical

layers to address the challenges posed by the high voltage environment

typically present in MMC converters. In [62], Ethernet is used with a custom

daisy-chained node topology allowing the system to achieve single digit

microsecond latency for small number of nodes. While this approach shows

promise, it is still unsuitable for high availability mission critical applications

since a cable or node failure can cut off a large part of the network from

the main control node. In [63] A “Redundant Star” topology is introduced,

allowing multiple central controllers to communicate with the power nodes,

guaranteeing much better fault tolerance, as no single point of failure is

present. Another semi-custom solution, presented in [64] uses the Xilinx

Aurora chip to chip interconnect along with much higher frequency optical

fibre components, as specified in the ARINC 802 [65] and following standards,

in order to greatly reduce the communication latency. The downside to

using these types of components is that only very few, fast enough, dedicated

transceivers are present in modern FPGA that can support such a high data

rate. Limiting the possible topology choices to ring or daisy chain, which

are less suitable for fault-tolerant systems.

2.6.3 Topologies

As already anticipated in the communication section, both the physical and

logical network topology are extremely important as they largely define the
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Figure 2.6: Distributed system topologies (a) line, (b) ring, (c) star, (d) tree
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fault tolerance of the entire system against communication and controller

failures. The line and ring topologies, shown in Fig. 2.6a and 2.6b, very

popular in the MMC space due to their easy cabling, are undesirable for high

availability mission critical applications as the failure of a single node can

cut off large parts of the system from the main central controller. Redundant

arrangements that use two parallel networks can mitigate some failure modes,

making the system resilient to a single link failure, however they do not

guard against node failure, as the physical layer of each node is required

to receive and retransmit each packet. It should be noted that while the

physical network processing layer where the packet retransmission happen is

typically extremely reliable, much more common power supply issues can

still render it inoperative. Another disadvantage of this topology is the poor

scalability as even though the bandwidth required by each single node is

small, all the links must be sized for the total cumulative system bandwidth.

This not only increases cost but also limits the total amount of nodes that

can be linked in a single network. Finally, the cycle latency with these

topologies grows linearly with the number of nodes limiting the performance

of large systems.

A different type of structure, shown in Fig. 2.6c is the star, where one

or more controllers are connected directly with all the power nodes. This

topology, while requiring a larger central controller, and more complex cable

routing, has all around better performance. The end to end latency lower,

drastically so in large systems, with respect to the previous two topologies,

as the transmissions can happen in parallel. Each link also requires much

less bandwidth as only the data for a single node need to be transmitted.

These two advantages combined allow the use of much lower transmission

frequencies, with the associated cost reductions, while attaining cycle times

comparable with those reachable with the previous topologies. From a fault
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tolerance perspective this topology is also much better, as a failure in either

a node or a link brings down only the affected component, instead of the

entire system. Scalability to very large number of nodes is still an issue as

the main controller becomes quickly IO limited, as the size and complexity

of cabling quickly renders this topology impractical.

Finally, we have the tree layout, shown in Fig. 2.6d. This can be seen

as an extension of the previous, as one or more intermediate routing/aggre-

gation layer are interposed between the system controllers and the power

nodes. Their addition reduces the growth in the number of links that any

individual component must have from linear to logarithmic. Allowing the

entire system to scale to potentially hundreds, if not thousands of nodes.

The physical cabling of the system is also reduced as the routers can be

scattered throughout the system keeping the majority of connections local.

The main price to pay for this ability is the increase in both bandwidth

needed for the router to controller links, that need now to serve multiple

nodes, and the introduction of latency with each additional layer of routing

between controller and end nodes. From a fault tolerance perspective a

network with a tree topology can be less than ideal, as the nodes in the

intermediate routing layer aggregate the traffic from many nodes. In case

of a failure of one of them a large part of the network will be cut off from

the root of the tree, which hosts the controller, as shown in Fig 2.7, where a

single fault is able to bring down 50% of the network. Consequently, when

this topology is used in a mission critical application, the use of redundant

routers is necessary.

To evaluate the scalability of each network topology Table 2.2, shows the

relationships between network size and several parameters of interest, such

as maximum number of needed channels, maximum number of interfaces

needed on a single node and worst case latency; with n being the number of
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Figure 2.7: Tree network pre- (a) and post- (b) router fault.

nodes in the network, m the number of nodes supported by each router in a

tree topology, τp a single hop transmission delay, r the number of routing

layers in the tree and B the bandwidth required by a single node. The

number of individual channels needed by each topology for a generic network,

is comparable for all topologies, with a linear dependence from the number

of nodes. When considering the maximum number of connectors needed on

any node, large differences are present between the different topologies. For

line and ring only 2 links are needed in the worst case scenario, regardless

of the network size. The star topology, is the worst by this metric, as the

central node needs as many connectors as there are nodes in the network; all

other nodes however only need a single link to the central controller. This

determines its relatively poor scalability. Finally, the tree network layout is

the most balanced in this respect, as it allows the designer to choose how

many nodes will be supported by a single router while allowing the network

to grow up to very large number of nodes. Another important property to

consider is the maximum bandwidth required by any single channel in the

network, as it impacts the cost. The line and ring network layouts are the

worst in this regard as the entire traffic of the whole network needs to be

transmitted through the entire network. By contrast in the star topology

all the links need only the bandwidth for a single node. When considering

the tree topology, a distinction must be made between the vast majority

of links, those between routers and the leafs of the tree that only require
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Topol-
ogy

Number of
channels

Interfaces per
node

Latency Band-
width

Line n− 1 2 nτp nB
Ring n 2 nτp nB
Star n n τp B
Tree n+m m (r+ 1)τp B|mB

Table 2.2: Overviews of performance scaling with network size for each
topology

enough bandwidth for a single node and the router/controller links, which

need enough bandwidth for the m nodes serviced by that router.

2.6.4 Synchronization

Two different level of synchronization must be achieved, the first is at a

physical layer, where the clock frequencies of all the nodes in the system

need to be equal for communication to be even possible. Two possibilities

for this are the distribution of a single clock signal throughout the system,

and the use of clock and data recovery circuits, that can lock to and extract

clock information from the transition of the communication protocol data

lines.

Logical Synchronization, on the other hand, is a fundamental area of

complexity in distributed systems, to allow them to act cohesively. In power

electronics and especially machine drives, this is even more important, as

timing errors between the nodes can result in either increased losses, or even

damages to the system since a significant amount of stored energy can be

released quickly and destructively. From this point of view a big distinction

must be made between star/tree and line/ring network topologies. In the

first case, since parallel transmissions are possible, consequently a simple

periodic synchronization packet can be used in order to establish a timing

baseline that all components of a system will follow. On the other hand,

for line/ring topologies, the synchronization is much more problematic, as
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the inherent serial nature of the transmissions, coupled with the significant

latency for the last node, means that it is borderline impossible to have a

communication reach all the nodes at the same time. One way of solving

the problem without resorting to additional hardware, is the measurement

of the internode delays. A dynamic compensation process is consequently

required as one time static calibration would be both too stringent, requiring

a particular ordering of the modules in the chain, and vulnerable to drift.

To do this several algorithms can be used [66, 67].

Topol-
ogy

Scal-
abil-
ity

Fault
Toler-
ance

Cabling
Complex-

ity

syn-
chro-
niza-
tion

Applications

Line ∼ −− + − Small to medium non
mission critical networks

Ring ∼ − + − Small to medium non
mission critical networks

Star − + −− + Small mission critical
networks

Tree + ∼ ∼ ∼ Large mission critical
network

Table 2.3: Overview of Network topologies properties and applications

A qualitative overview of various properties for each network is shown

in Table 2.3, where + denotes a strong performance area, ∼ indicates an

average one, and − a week point for each topology; along with the ideal

applications the topology should be used in. In particular the line and

ring topologies should be used, where low cabling complexity is desired,

like in very space constrained applications; however the low fault tolerance

and average scalability, with a latency that is strongly dependent on the

network size, make ring and line networks a poor fit for mission critical and

latency sensitive applications. The star layout by contrast shines where fault

tolerance, low latency and ease of synchronization are valued over everything

else, making this network type ideal, when coupled with a redundant central
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Figure 2.8: Diagram of the proposed drive system

node, for small networks where failures need to be contained as much as

possible. Finally, the tree topology, has unmatched scalability, allowing an

exponential growth of the network size with the addition of few routing

layers. Its fault tolerance, while not as good as in star networks, is still

acceptable for use in mission critical applications, especially when used in

conjunction with a redundant routing layer.

2.7 Proposed fault-tolerant machine drive

Having considered all the issues and technical solutions discussed in the

previous sections, the system configuration shown in Figure 2.8, was chosen

to develop a scalable fault-tolerant machine drive architecture, able to scale

up to a high number of phases while still being able to work with modern wide

band-gap based high frequency capable power devices. To achieve these goals

a distributed approach is followed with each phase driven by a single power
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cell. The control electronics is linked to each drive unit by a fully custom

digital communication protocol that minimizes latency, while decoupling

the power cell internal implementation details from the rest of the system,

simplifying the integration phase. The use of a media independent serial

link as the physical layer enhances system flexibility allowing both electrical

and optical signalling. Proportional Integral Resonant (PIR) regulators

are used to control the current in each phase while avoiding coordinate

transformations, whose computational complexity increases polynomially

with the number of phases.

The developed system, in its current configuration, is intended for mission

critical intrinsically redundant applications, where a loss of input power

while undesirable can be tolerated, with the Fault-tolerant characteristic of

the drive providing graceful performance degradation instead of complete

loss of functionality. These applications include:

• Electro-Mechanical Actuators (EMA)

• Electro-Hydraulic Actuators (EHA)

• Starter-generators

• Pumps

With respect to propulsion applications, where multiple insulated supplies

are needed to be available to maintain a level of operation at all costs, the

system shown in Figure 2.8 is not suitable, and it would need to be modified

either by replicating the whole drive chain, or by splitting the current one

into two isolated three-phase sets, and in both cases feeding the partitions

from different supplies.
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Chapter 3

Power cell Hardware

The hardware related work presented in this thesis is finalized to the develop-

ment of an experimental platform to demonstrate the viability of distributed,

networked architectures for use in high frequency mission critical machine

drives. The developed and validated hardware component will also be able

to serve as the foundation for further research on the topics of: large scale

high frequency distributed control, tolerance to communication faults in

networked converters and cyberphysical security in hard real time, low la-

tency control networks. Due to the limited potential for innovation in the

logic control hardware space, a pre-existing Field Programmable Gate Array

(FPGA) based control platform was used, focusing the effort on the power

electronics side and control logic, with associated firmware and software.

3.1 Drive Optimization

The design of the power cell hardware followed a two-step process, first

the detailed operating parameters for the drive have been determined to

fit the intended application, through an optimization process, then the

detailed hardware design has been finalized. The initial design constraints,

shown in Tab. 3.1, specify the basic system level requirements for the overall
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Parameter Value

Minimum DC-Link Voltage 540 V
number of phases 6

Rated output current 180 A
Maximum Heatsink Temperature 75 °C

Table 3.1: Initial Design Constraints.

drive, regarding minimum DC-link voltage, and output currents, defining

the maximum output power available for the load, as well as number of

output phases and maximum allowed heatsink temperature. These were

the main inputs for both the optimization, and the following design process

discussed in the following sections.

The first step in the design of the power hardware was an optimization

intended to explore the possible design space, selecting a balanced converter

setup and operating point upon which to base the design. The aim of this

process is the selection of nominal values for the following parameters:

• Number of parallel switching devices in each cluster

• Model of switching devices

• Switching frequency

• DC-Link Capacitance

To guide the optimization algorithm towards the desired goal, a combination

of the performance indicators in the following set have been considered for

the cost function:

• Maximum Power Los

• Average Efficiency

• Volume
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• Input Voltage ripple

• Cost

• Output current THD

• Heatsink temperature

Reliability parameters, like the mean time between failures (MTBF) have

not been added to this optimization, due to their dependence on too factors

unknown in this early stage of design. A scientifically accurate reliability

analysis is only possible when manufacturing and assembly parameters are

known. As an example the exact chemical composition of the solder paste

or the reflow profile used for the power devices are needed to evaluate its

mechanical [68] and metallurgical properties of the joint [69].

While many possible approaches to multi-objective optimization are

available, the choice was done to use an a-priori linear scalarization technique

to formulate the problem as single objective, this allows the use of much

more mature tooling specially to deal with the mixed integer nature of the

device choice, as it is only limited to the commercially available transistors.

T (X) =
7∑

n=1

fi(xi)wi (3.1)

The resulting target function is shown in Eq.(3.1), where fi(xi) are the

objectives and wi is the scalarization weight associated with each one of

them.

The weights are set up by the designer, also known as the Decision Maker

(DM), to represent the relative importance of the various aspects of a design

and should consider the variability range of each factor. Their choice, if

done properly, can be used to steer the outcome in the desired direction,
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Factor Weight

Power Loss 2.2
Average efficiency 10

Volume 1
Input Voltage Ripple 0.5

Cost 0.1
Output Current THD 1
Heatsink temperature 0.6

Table 3.2: Scalarization weights

while still guaranteeing the achievement of an optimal solution. The values

used for the design are shown in Table 3.2.

3.1.1 Power Loss

One of the most important factors in the cost function is the maximum power

loss term, as it directly impacts the operating envelope of the drive in multiple

areas, especially regarding the available output current. Several losses

contributions have been considered to obtain the most accurate estimate

possible. The first is from conduction losses, averaged on an output sinusoid

cycle.

PCond = 2nphasesncluster
2

π
RDS(ON)

(
IOUT

np
√

2

)2

(3.2)

These are only dependent on the magnitude of the output current, being

MOSFETs fully bidirectional device, when the effects of dead-time are

ignored, as it only constitutes a minimal part of the period. Where nphases

is the number of phases, ncluster is the number of parallel transistors in each

cluster RDS(ON) is the transistor on state resistance and IOUT is the peak

output current.

To evaluate switching losses manufacturer provided data was used, since

not enough parameters are available for analytical modelling. As a starting

point for this process the energy losses per commutation values given in the
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data sheet are used to linearly interpolate exact parameter values in any

point of the drive operating envelope leading to

PSW = nphasesncluster(EON + EOFF )fsw (3.3)

where EON and EOFF are the per switching event energy losses and fsw is

the switching frequency

Both reverse recovery and gate driving contributions have been omitted

as negligible with respect to the others. It should be noted that due to dead

time presence only half of the commutations will count towards switching

losses, as the diode will start conducting the load current, which must remain

constant, and result in a zero voltage turn off transition.

3.1.2 Average Efficiency

In order not to skew the overall design effort too much toward the maximum

output power area, where the highest amount of losses will naturally fall,

the average efficiency has been evaluated, and added to the optimization

cost function. The losses, over the whole speed and torque operating ranges,

have been calculated following the methods described earlier and used to

evaluate the drive efficiency. They are then used to calculate the global

average efficiency. Since this value must be minimized, as opposed to most

others, it will be subtracted from the cost function.

3.1.3 Volume

The volume used by a drive depends on a lot of factors, many of economic

nature, massively complicating the process of finding a precise estimate,

starting from the drive specifications alone. A figure of merit, that is able to

acceptably capture the influence of the considered parameters on the global
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volume can be obtained by calculating the volume needed by the two biggest

internal components, that are active devices and DC-link capacitors.

VDRIV E = 6nVDEV ICE + kcvCDCVDC (3.4)

The first factor is obtained by multiplying the total number of MOSFETs

present in the design by the volume required by each one. While for the

film capacitors, used with this class of voltages, the volume is assumed

proportional to capacitance CDC and blocking voltage VDC , through the

constant kcv.

3.1.4 Cost

A drive cost, similarly to the volume, is also difficult to estimate without

a precise production plan in mind. This notwithstanding it is still a very

important factor in the definition of the converter specification, for this

reason the cost of the active devices

COSTDRIV E = 2nphasesnclusterCOSTDEV ICE (3.5)

has been added to the optimization target, as they constitute the single

biggest cost item in the Bill of Material (BOM) of the whole drive, especially

when using wide bandgap devices.

3.1.5 Output Current THD

Output current total harmonic distortion (THD) is another crucial figure of

merit for a machine drive since, as shown in [70], it can greatly affect the

performance and losses of driven machines. To take this into account the

output current weighted THD (WTHD) was taken as a factor in the cost
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function. The calculation was done following the methods shown in [71].

3.1.6 Input voltage ripple

Following the method shown in [72], the input voltage ripple of the converter

was added to the cost function. In order to correctly capture the relationship

between switching frequency and input filtering capacitance volume.

3.1.7 Heatsink Temperature

The heatsink temperature was considered, to model the thermal behaviour

of the system and guarantee that the losses generated during operation can

be effectively dissipated.

Th = TJ − PLOSSRTH ; (3.6)

This ensures that the junction temperature of the devices is maintained

always within the limits of the device safe operating area. The inclusion of

the heatsink temperature, in the optimization, is the reduction of thermal

stresses on the transistors, potentially enhancing reliability. Where RTH

represents the overall thermal resistance of the chosen liquid cooling system

and TJ the maximum acceptable junction temperature. As with the average

efficiency, this factor needs to be maximized, so its contribution has been

subtracted from the cost, instead of adding it.

3.1.8 Optimization Process and results

Genetic Algorithm

To solve the described optimization problem an evolutionary approach was

used through a genetic algorithm. This class of methods tries to find a
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globally optimal solution by mimicking the biological process of natural

selection and evolution. In these algorithms the inputs are treated as a

chromosome, while each solution, defined by a specific set of chromosomes,

represents an individual. At the start of the process the entire population,

composed of few hundred individuals is selected randomly, then iteratively

the fittest ones are selected using the defined cost function, and used to

produce the next generation, through a mix of recombination and random

mutations. This loop is then carried on until either a selected cost threshold

is exceeded, or there are no more fitness improvements.

Results

To explore the results of the performed multi-objective optimization a

statistical sample of the last generation input domain was chosen and used

to evaluate all the separate factors composing the cost function, resulting

in a set of points defining the valid group of solutions. The cloud of points

in this multidimensional space is delineated by a boundary called Pareto

frontier, the solutions falling on this surface can be considered optimal,

while all the others are defined as dominated solutions. Unfortunately the

direct visualization of this surface is not possible due to the high number

of dimensions, consequently a series of two-dimensional slices are extracted

showing, in figure 3.1 the most interesting views of the Pareto frontier

with respect to the selected solution, whose associated optimized variables

values are shown in Table 3.3, and denoted in the plot by the red marker.

It should be noted that due to the projection operation inherent in the

vector space dimension reduction, the chosen solution may be only close to

the Pareto frontier in any single graph as the associated solution, as the

associated solution could be dominated, and consequently undesirable in

other dimensions not shown in the graph.
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Figure 3.1: Selected Pareto set plots

Parameter Value

Transistor model C3M0065090J
Number of parallel devices 7

Switching Frequency 97 kHz
Minimum DC-Link Capacitance 3 µF

Table 3.3: Hardware Optimization Results
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Sensitivity Analysis

Starting from the optimization process results, shown previously, a sensitivity

analysis was performed. Allowing both for a better understanding of the

various trade-offs involved in the selection of a correct starting point for the

detailed hardware design, and also acting as a first layer consistency check

to validate the optimization model. A one-at-a-time (OAT) approach was

followed, where all performance indicators are repeatedly evaluated while

sweeping the value of each input variable separately, with all other keeping

their initial value, allowing to unambiguously discriminate the effect of each

input on all the evaluated metrics. While it is not important at this early

stage in the design process, it should be noted that the higher order effects

caused by the variation of multiple parameters at the same time are not

captured with this technique. Consequently, different sensitivity analysis

methods should be used for late stage design characterization, where the

mathematical models used capture correctly all the higher order effects.

The first parameter to be varied is the number of parallel devices used

in each switching cluster. The results, shown in Figure 3.2, demonstrate, as

expected, a hyperbolic dependency of the maximum power losses from the

number of devices, with a comparable and compatible behaviour of both the

average efficiency curve and the maximum allowed heatsink temperature.

With respect to this last quantity, the necessity of sub-zero temperature

cooling when few paralleled devices makes these theoretically valid config-

urations not practically usable due to the challenges of working with sub

ambient temperature fluids, especially when close or below the dew point.

Costs and volume linearly increase with the number of devices, while ripple

and Current THD are not directly affected and are consequently not shown

in the plots.

The next input variable to be examined is the switching frequency, whose
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Figure 3.2: Effects of the variation of the number of devices.

effects are shown in Figure 3.3. As expected an increase in this parameter

has large impacts on both input voltage ripple and output current THD,

with some diminishing-returns at higher frequencies. Maximum losses, and

efficiency all show a linear increase proportional to frequency due to the

growth of the switching losses component. The maximum allowable heatsink

temperature to maintain an acceptable junction temperature on the other

hand is inversely proportional to the switching frequency, as expected, since

the temperature dropped across the multiple thermal interfaces between

coolant and junction increases with the growing switching losses. Last but
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Figure 3.3: Effects of the variation of the switching frequency.

not the least cost and volume are not affected, given the choice of considering

DC-Link capacitance a separate variable.
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Figure 3.4: Effects of the variation of the DC-Link capacitance.
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The amount of DC-Link capacitance used, has linear effects on both

input voltage ripple and volume, as shown in Figure 3.4, while it does not

affect the cost or losses related performance indicators. In regard to the

choice of the transistor itself, among the potential candidates, the analysis

has not shown any meaningful results, and it is consequently not added to

this section. This is both due to the limited sample size of devices considered

in the study, the arbitrariness of the device characteristics with respect to

externally observable characteristics and the black box modelling approach

that needs to be used given the lack of detail on the internal device structure

and operation in the manufacturer published data-sheets.

3.2 Hardware design

The detailed design process starts with the results from the hardware opti-

mization analysis, shown in Table 3.3. These not only define which MOSFET

to use, but also the number of them needed in parallel to reach the desired

power handling capability, as well as the target operating frequency and the

minimum DC-link capacitance. The diagram in Fig. 3.5, shows a high level

overview of the hardware structure with the main half bridge power section

constituted by two switch clusters, each one served by a single high current

gate driver. The control logic section oversees the communication to and

from the central controller and of gate signal generation. All the voltages

required for the power cell operation are generated from a single 15V DC

input by two power supply sections, a general one and another isolated to

serve the high side.
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Figure 3.5: High Level Hardware Overview

3.2.1 Switch clusters

The switching clusters, whose schematic is shown in Figure 3.6, are composed

of MOSFETs directly paralleled with each other. A dedicated gate resistor is

used to enhance equal gate current sharing, helping to avoid situations where,

due to the natural spread of parameters, the fastest devices in the group

start conducting too far ahead of the others, inducing a current crowding

effect that can lead to accelerated ageing and premature failure. Space has

been allocated at design time to allow for the addition of per transistor

RC snubbers and Zener diode overvoltage protection, if needed during the

initial bring-up phase. Probing support was also considered at the design

stage with the addition of an MMCX connector directly to the common gate

signal, allowing for a minimal impedance connection with the probe head.

3.2.2 Gate Drivers

While the use of an integrated gate driver has been considered, the choice fell

upon a discrete one, as shown in figure 3.7, to allow future research on active
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Figure 3.6: Switching Cluster Schematic

gate driving techniques. Working from the output backwards, the couple of

BJTs Q12 and Q13 form a push-pull stage that boosts the current to be able

to drive the whole cluster. These transistors, along with the relative bypass

capacitors form the high frequency gate loop whose impedance should be

minimized. The three level waveform required for active driving is generated

through Q8, Q9 and Q15 with the last one acting as pull down and the

former two as pull up to two different voltage levels, allowing the transistor

to be either driven with two different current levels, while commutating, or

even turning it on in different points in its characteristic. Bipolar devices

have been used for the top spots as their lower capacitance makes them more

suitable to this role. A two transistors level shifting arrangement formed by

Q14 and Q16 is used to translate the logic level turn off signal, as the gate

driver is operating with a slight negative bias, to be able to fully turn off

the Silicon Carbide main devices.

3.2.3 Control Logic And Isolation

The control logic section consists of a single Field Programmable Gate

Array (FPGA), mounted on a daughterboard it communicates with the

main controller and generates the six signals needed to operate the power
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Figure 3.7: Gate Driver Schematic

section. The only external logic circuits present are buffers used to isolate

the delicate FPGA I/O circuits from everything else. While the low side

gate signals can be directly connected to the gate driver, this is not possible

with the high side, whose gate signals must be referenced to the outputs.

Optocouplers, shown in figure 3.8, are used to pass the signals from one

domain to the other while keeping the two circuits isolated.

3.2.4 Power supplies

Finally, the power supply section, shown in figure 3.9, is constituted by

multiple DC/DC converters that produce all voltage rails needed throughout

the design. The main 15 V gate driving supply is connected directly to the

input on the low side, while on the high side an DC/DC supply module is

used to provide the required isolation. In addition to this a −2.5 V negative

bias supply is needed to achieve complete turn-off in the main switching
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Figure 3.8: High Side Isolation Schematic

devices. This is derived from the main supply through an inverting buck-

boost converter. Another minor rail required by the gate drivers is the

adjustable voltage one required by the active gate driving features, which is

also derived from the 15 V rail through a simple buck converter, controlled

by injecting current directly on the high impedance feedback node by a

DAC converter through a high value resistor. Lastly a 3.3 V logic supply is

generated through another buck converter for the logic part.

3.2.5 Circuit Board layout

The physical circuit layout and routing, shown in Fig. 3.10 has been studied

in detail, since for high frequency wide bandwidth converters is as important

as the circuit design itself. The parasitics introduced in this stage, can easily

compromise an otherwise working design, consequently a lot of care has been

taken in their minimization. A C shape disposition of the seven paralleled

devices in each cluster is adopted to ensure equidistance from the gate driver

output, reducing the chance of asynchronous commutation between devices.

The area of the main commutation loop was reduced as much as possible by
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Figure 3.9: Power Supply system overview

the proximity of DC-Link and bypass capacitors with the devices terminals.

Distributed capacitance is also introduced using interleaved negative and

positive high voltage polygons on all six layers of the circuit board to limit

as much as possible the conducted EMI emissions on the DC side.
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(a)

(b)

Figure 3.10: PCB layout (a) and 3D render (b) of the per phase power
hardware.
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Chapter 4

FPGA control Platform

Architecture

4.1 Introduction

Two classes of technologies are available when it comes to implementation

of modern digital control systems: software based controls and FPGA based

systems. In software based control, microcontrollers (MCU) or microproces-

sors (MPU) are used to calculate the required control laws, and manage the

complete path from analogue input conversion to PWM output generation

thanks to dedicated peripherals. In Field Programmable Gate Array based

systems, the whole control system is composed of discrete synchronous logic

circuits, that implement directly both arithmetical and Input/Output (IO)

functions. Between the two, MCU based systems are usually preferred,

due to the simpler software development process and more mature toolset

with respect to the typical workflow of Hardware Description Languages

(HDL) used with FPGA platform. The presence in microcontrollers of on-die,

specifically designed, fixed function peripherals like PWM modulators, ADC

converters, etc. further simplifies system integration. The purely software
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based approach however has also some notable downsides.

• Limited scalability: Monolithic MCU based systems are limited by

the amount of available on-die resources (PWM channels, ADC chan-

nels, etc.), while networking multiple independent units significantly

drives up complexity.

• Limited performance: The serial nature of software execution in

processors, coupled with the strong determinism constraints, which

preclude the use of many performance enhancing techniques, like

caching, speculative and out of order execution, limit the maximum

available computational resources.

FPGA based systems address these two limits of microcontroller based

systems by providing a “Silicon blank slate”, upon which the designer can

build a fully custom infrastructure, that can be easily scaled up or down in

a project-by-project basis. The fully parallel nature of these devices allows

better performance scaling by allowing fully independent processing of paral-

lel tasks. The last advantage that made FPGA an almost mandatory choice

is their better suitability to the implementation of custom communication

protocols, the design and performance of which will have a large impact on

the overall system behaviour. It should also be noted that hardware logic

based implementations, are preferred in mission critical systems, as both

their behaviour and their fault conditions are simpler to evaluate and more

predictable with respect to software ones.

The proposed system architecture is constituted by three separate layers,

as shown in Fig. 4.1, each one responsible for a subset of functionalities,

starting from the top one can find the HMI layer, that translates the user’s

commands to a form that can be easily acted upon by the underlying layers.

The management layer offloads the most common tasks like configuring
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Figure 4.1: System Layers

the FPGA with the correct bitstream and programming the processing

core, along with being in charge of storing all user and application specific

information. The lowest layer, the control layer, is the one where all the

hard real-time control functions are implemented.

The HMI is running directly on the user PC, while all other layers, that

form the backend server to the Application, are implemented in a Xilinx

Zynq (xc7z020) System on Chip (SoC) that is comprised by a programmable

logic (PL) part, which contains an FPGA fabric, and a Dual core ARM

cortex A9 processor system, with relative peripherals.

4.2 HMI layer

The HMI layer, whose structure is shown in Fig. 4.2, while seemingly

unimportant, is critical for the smooth operation of any control system, as

it allows the presentation of information to the user in a meaningful way,

and acts as a first layer of translation between user inputs and machine

parameters. It is important for this layer to be as flexible and dynamically

adaptable as possible, to avoid the necessity of application specific changes

to the lower layer, as the complexity of development sharply increases the

closer we move to the real time control portion.

Another requirement for a well-designed HMI component is the ease
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Figure 4.3: Human Machine Interface example

of deployment especially in multi-user scenarios. For this reason, a web

application, was chosen as the technological platform, leveraging TCP/IP

connectivity to link it to the rest of the platform. The use of a standard

network connection allows leveraging the OS native software stack, avoiding

the development of specific device drivers, needed by all major operating

systems for high performance and reliable operation.

The use of a standard web browser to run the application, shown in

Fig. 4.3, allows plug and play operation without the need for system-wide

software installation. Other advantages given by this system architecture

are the possibility of completely wireless operation, through ubiquitous

Wi-Fi connectivity for complete electrical safety, and possibly even remote

management through an internet connection.
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4.2.1 User Defined Applications

Given the extreme flexibility of the underlying platform, as peripherals and

IP cores can be easily added and removed from the FPGA fabric dynamically

a fixed function user interface is undesirable, as it would prove either too

general, exposing too many low level details, or excessively specific with

respect to the current system, and consequently incapable of adapting to

different requirements.

To solve this issue the concept of user defined applications is introduced.

The system designer, along with the HDL designers can specify a set of pe-

ripherals, register, data channels, events and parameters that make sense for

the specific use case and associated FPGA bitstream, along with the scripts

needed to translate them in a form that the lower layers can understand.

• Peripherals: Peripheral definitions stand at the heart of the HMI,

they match the IP block present in the FPGA fabric and translate

the list of registers they expose to more meaningful and user-friendly

names that simplify script writing.

• Registers: These values represent static, application specific, register

configurations needed for correct functionality. They are configured

only once at startup thus are not directly user accessible.

• Data channels: These define which the data streams that are collected

inside the FPGA fabric and can be exported through the integrated

scope.

• Channel groups: These select which of the available data channel

are combined to be visualized or captured

• Parameters: Parameters are user defined floating point values that

can be modified while the system is running to affect its behaviour,
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they are translated to machine understandable values through scripts

• Events: The Events are user activated triggers to scripts. They can

be used in conjunction with parameters when several of them must be

modified in an atomic manner

• Scripts: Scripts are a powerful tool that allows the user to translate

meaningful and user-friendly parameters to machine understandable

register values. They must contain a single JavaScript function.

This information is compiled in a self-contained dictionary that is man-

aged by the lower layers. Upon startup, the user will choose the desired

application, allowing the UI to be configured to show the correct information.

To allow the creation and management of user applications, along with all

their components, several management pages are also provided that enable

quick and easy creation, update and removal of all the aforementioned com-

ponents. Extensive importing and exporting options are also available for

easy migration of all data between platforms.

4.2.2 Parameters, user events and Scripting

These three features combine to allow the user to effectively control the

behaviour of the system. Parameters and user events are used to trigger the

execution of Scripts by the browser scripting engine. A context is passed into

each script as argument and contains the value of all parameters, along with a

workspace in which variables can be written and read from, be used to share

information among different scripts. A list of writes to platform registers

can be optionally output by the script to be performed by the management

layer. To ease script development an integrated editor is included allowing

their creation and editing directly in the application.
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4.2.3 Data Visualization and capture

Another extremely important component of a functional HMI interface for

power converters is a data visualization system that can show the user sensor

reading, control variables and other interesting data points. This allows

control system tuning, as well as catering to any other operating requirement.

Due to a practical limitation in the lower layers only a selected number

of data channels can be captured, and shown at once (six in the current

implementation). Since many more data points are available in a typical

application, the concept of channel group is introduced, allowing the user

to quickly select which set of data points to assign to the data channels.

From a technical point of view the data is autonomously captured by the

control layer and saved to a buffer. The UI layer periodically polls this and

then shows the data in a live refreshing real time chart plot. For smooth

operation, its frame rate has been capped at 10 fps, as faster refresh results

in a worse experience due to frame rate inconsistency.

To aid in the capture of fast transient events such as load steps, a

hardware assisted data capture mechanism is implemented. In this mode the

scope hardware components capture a programmable amount of pre-trigger

data, and then outputs a trigger pulse that allows the rest of the logic to

react accordingly. Once enough data is captured to completely fill the buffer,

the sampling is suspended, while the resulting data is transferred to the

HMI layer to be exported as CSV.

4.2.4 fCore Programming

Last function of this HMI layer is the support for programming of the fCore

embedded DSP, to this effect a program management UI is provided, it allows

the creation, editing, with the integrated editor and removal of programs.

Their compilation is carried out by the management layer, whose status
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is directly reported to the user. Program loading can be performed both

automatically at startup and manually at runtime.

4.3 Management layer

The main purpose of this layer is to abstract away the complexity of the

hardware platform, providing a stable interface that the HMI layer can

build upon. From an implementation perspective, this being a pure software

component, a standard Linux system can deliver better security, thanks to

a much more audited code base, ease of use, with a standard compliant,

secure and fully featured networking stack and access to a range of other

technologies.

4.3.1 Layer partitioning and containerization

To perform the large number of diverse and wide-ranging tasks assigned to

this layer, it was partitioned into several independent sections. Advantages

of this architecture are many from the better long term maintainability, with

respect to a single monolithic software component, to the faster development

time. The most important benefit deriving from this separation is the

establishment of a clear interface between the internet connected, and

consequently untrustworthy and the rest of the system. The presence
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Figure 4.5: Virtualization (a) and Containerization (b) diagrams

of clear boundaries simplifies the implementation of secure authentication

mechanisms, firewalling and strong encryption. Enhancing security through a

layered defence, where multiple independent protections need to be breached

to gain control of the core system.

To take full advantage of the previously shown benefits logical separation

of task is required but not sufficient, as enforcement of the established

boundaries is crucial to mount an effective defence. The first method,

involves, as shown in Fig. 4.5a running each service in a virtual machine,

abstracted by the physical hardware, this provides the maximum possible

security as neither memory nor processing is shared, but rather mediated

by a hypervisor. This very strict division does impact performance, as the

share-nothing approach forces communication between different services

through the full network stack. Containerization, the chosen technique, is a

complementary approach, that addresses the performance issue, while still

retaining most of the isolation benefits available through virtualization. It

leverages specific protection mechanisms offered by the operating system

kernel that can be used to control the resources allocated and shared by

different sets of processes, effectively partitioning the user space components

in several isolated containers, as shown in Fig4.5b that communicate only

through a well-defined and more performant local network.

In particular the management layer is constituted by four separate

containers that communicate through standard TCP/IP protocols, it should
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be however noted that using a single kernel greatly decreases the amount

of processing needed in the networking stack, decreasing IO latency. The

services implemented by these are respectively:

• Frontend

• REST API server

• Database

• High Level driver

4.3.2 Frontend

This is the first Component in the management layer, it is composed by a

single Nginx server that provides the full interface between this layer and

the HMI running on the user device. It not only serves the static parts

of the application like images, scripts and HTML files, but it also acts as

a reverse proxy for the REST interface whose endpoints are implemented

downstream. This allows the user application to access all the management

layer functionality through a single URL, strictly complying with the same-

origin policy enforced by all major browsers that allows only a single origin

for all requests made by a web page. Another benefit that the use of this

component brings is the possibility to use a simple and cheap single domain

TLS certificate to enable the use of a secure network connection in the link

with the client, encrypting all the traffic and preventing man in the middle

attacks. This, while not needed for completely local and trusted network, it

is mandatory for remote operation over the public internet. TLS termination

at this level can be considered secure as all other components of the system

are implemented on the same hardware and communicate only on a separate

trusted virtual network.
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4.3.3 REST API server and Database

This component communicates to the user through a REST interface, au-

thenticated using JSON Web Tokens (JWT). It allows persistence and

self-contained operation by managing the application database and passes

the hardware access requests through to the driver. The server has been im-

plemented as a custom python application, using the Flask micro-framework.

Several classes allow the creation, retrieval, update and deletion of all compo-

nents of the user defined applications. Compilation of femtoCore programs

is also handled at this level, a dynamic library loaded through a custom

python module, is used to compile and assemble the user specified program

content. Once the operation is completed the resulting binary, an array of

32 bit words, can be either cached in the database for later use or directly

passed to the lower layers. This component is also responsible for loading

the correct bitstream file to the FPGA portion of the SoC through standard

operating system interfaces.

4.3.4 High level and Kernel drivers

The driver is the component responsible for the low level management of the

control layer. It is split into two parts, a kernel portion and a user-space one.

The high level driver, implemented as a regular user space C++ application,

running in its own docker container, communicates with the server through

a TCP socket acting as a broker between the control layer and the rest of

the stack. It reads and writes to memory mapped registers on the FPGA,

and programs the femtoCore processors present in the fabric. At this level,

the data captured by the scope is also sorted into several arrays, one for

each channel, before sending it forward to the server ready for visualization.

A second part of the driver component has been implemented as a

loadable Kernel module, it exposes the two general purpose AXI interfaces
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to the FPGA, through which the kernel communicates, to the user-space

components, and handles the low level scope captured data, moving them

from the hardware managed Direct Memory Access (DMA) buffer to a

separate holding one ready to be sent to the HMI.

4.4 Control layer

This is the lowest layer in the whole stack and is responsible for all the hard

real-time aspects of the system, like control and protection related functions.

From a high level perspective, the whole architecture can be broken down in

five functional units, as shown in Fig. 4.6.

4.4.1 Control BUS structure

The Processing System (PS) and all the developed IP blocks in the Pro-

grammable Logic (PL) section of the system on chip, are linked together
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through an extensive bus structure, not shown in the previous diagram for

clarity. It allows control and run time configuration of the whole control

layer through general purpose software programming techniques, increasing

flexibility of the complete system. The cited use cases determine the main

set of requirements to be used in the bus protocol selection, which are

the minimization of FPGA resource usage and implementation simplicity.

These, coupled with the low bandwidth needed for configuration data, dic-

tated the use of a simple shared bus design. Derived from Intel Avalon

Memory Mapped bus, the utilized protocol uses separate address and data

busses, with read and write strobe lines signalling both data validity and

transmission direction, as shown in the timing diagrams in Fig. 4.7.

While data flow is bidirectional, only the master endpoints can initiate

a bus transaction, an active low ready signal, can be used by busy slaves

to delay further communications. To enable multi-master operation, fixed

priority arbitration is implemented in multiport switches. The control bus is

connected through to the PS AXI bus using AMBA APB as an intermediary

protocol, with a custom combinatorial translation layer on one side and

Xilinx IP on the other. The only peripheral directly connected to the

processing system bus is the femtoCore processor instruction memory, which

is directly mapped in the control software address space, both simplifying

and speeding up upload of the programs to be run.
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4.4.2 Sensor HUB

The sensor HUB contains logic needed to interface with external sensors

and related signal processing. Both position and current sensors can be

communicated to through a simple SPI interface. The communication

strategies and operating protocols of the two designs however are different

and should thus be treated differently. The resolver sensor is handled

completely externally through the Analog Devices AD2S1210 resolver to

digital IC. It takes care of both excitation signal generation and output

signal decoding and digitization, through two hardware tracking loops that

keep track of both phase and angular speed of the rotating shaft. To read

both values a standard single channel SPI interface is used along with some

simple logic to handle the resolution and signal selection. On the Fabric

side an AXI stream interface is used to pass the data onwards without the

need for further processing. For the currents, sensor signals are digitized

through a bank of LTC2313-14 analogue to digital converters. A single

multichannel SPI peripheral is used for all, since synchronous sampling is

desired, as well as to reduce the logic usage. Here a common Finite State

Machine (FSM) and set of registers control a bank of 6 parallel shift registers.

Once the raw samples have been latched in, they are passed on through AXI

stream interfaces to the ADC post-processing blocks that perform basic offset

calibration and average the current signals down to the desired frequency

to be fed to the controllers. Additionally, the raw samples are collected for

capture and visualization.

The last function implemented here is the fault monitoring, a bank

of comparators is used for detection of over-range on both the fast and

decimated data stream. This allows gross overloads to be handled as quickly

as possible, while allowing to monitor and more aggressively limit the cleaner

controller input signal.
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4.4.3 Speed control

This control section is responsible for the speed regulation of the machine

when running in constant speed mode, as well as the sinusoidal reference

generation. To balance versatility, logic utilization and complexity a fixed

point integer implementation of a PID controller has been chosen. A shift and

multiply approach enables a resource efficient implementation of fractional

controller gains, at the price of discrete power of two denominator values.

Even if not strictly necessary for this application, the implementation has

been fully pipelined, to allow single clock cycle operation. Since the current

control algorithm chosen needs sinusoidal references, a multichannel DDS

signal generator has been used, allowing the generation of an arbitrary

number of sinusoids. At the core of its implementation, a look-up table

is used to hold the pre-computed values of the sine function in the first

quadrant, through addressing and trigonometric identities the value of both

sine and cosine in their whole domain can be computed effectively reducing

the RAM required for the table by a factor 4.

4.4.4 Current control

The central function for any machine drive, be it traditional or distributed,

is the current control section, which is responsible for the lowest level of

operation of the system. Given the large ratio between hardware clock and

switching frequency, a processor based implementation was chosen for this

function, to lower resource usage. To insert and retrieve data from the core

register space two distinct DMA engines are used for this task. A custom

designed core is used to guarantee a completely deterministic execution. A

more detailed presentation of its design and implementation will be discussed

in chapter 5. Once the duty cycle for all power cells have been calculated

by the core and extracted through DMA they are sent to each power cell
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through the custom RTCU protocol detailed in Section 4.5.

4.4.5 Power cell

In the Power cell, after reception of a duty cycle message, by the commu-

nication logic, the value is passed to the Edge aligner module where it is

saturated to protect the power hardware, avoiding dangerous shoot through

conditions, and then used to calculate the updated modulator register values.

This module is also capable of inserting an independent amount of dead-time

for both transitions, allowing the compensation for highly asymmetric gate

driver components. The last component in the chain is the PWM modulator

itself. This highly configurable PWM block can generate very complex PWM

pattern thanks to multiple carriers, with programmable time shifts each

of which can drive a parametrized number of output channels with two

comparators each, automatic generation of complementary signals is also

available if needed. Shadow loading is also implemented to allow easy and

safe register update without the need for synchronization.

4.4.6 Data capture

To allow visibility in the control logic, needed to both tune, operate and

monitor the system. Data capture points have been introduced, tapping off

AXI stream interfaces throughout the whole design. These converge to a bank

of multiplexers that select six of these channels. The data is then sampled

at a user selectable frequency, channel tagged, and then held temporarily in

an inline FIFO. Whose content, once full is transferred automatically to a

buffer in main memory. An interrupt is used upon DMA transfer completion

to trigger the higher layers processing. To easily allow the execution of fast

transient measurement an output trigger facility is also provided, where a

pulse is sent when a configurable FIFO fill level is reached. Upon completion
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Figure 4.8: Developed protocol message

of the acquisition capture is halted temporarily to allow the higher level

layers to download the data.

4.5 Communication Protocol

From a logical perspective each message in the developed protocol consists of

a fixed structure packet, shown in Fig. 4.8, composed of a header containing

a start bit and error correction information with both parity for the data

and a global checksum. These are followed by a 40 bit payload field, that

is conventionally partitioned in a single byte address denoting the message

purpose and a 4 byte message data field.

The small packet size, while somewhat hurting efficiency keeps latency

at a minimum, while still allowing a complete 32 bit word transfer with each

message. To guarantee reception an optional acknowledge can be sent back

to the sender, allowing the assessment of link health. A periodic automatic

heartbeat message is sent by a watchdog timer to guarantee an upper bound

in the fault detection time. To decrease its impact on channel capacity and

transmission latency the counter is reset after a successful message exchange,

making this aspect completely transparent during nominal use.

The overall structure of the transmission and reception chains are shown

in Fi. 4.9. A transmission starts with multiplicative scrambling of the

message payload, that is feed to the error correction encoder which adds

parity and checksum information. A serializer is then used to push the data

over the channel. Upon reception the packet will go through the inverse

process, with a de-serializing, decoding and de-scrambling. Resulting in the
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Figure 4.9: Diagram of the overall communication chain

original message being passed to the downstream logic.

4.5.1 Synchronization

Two separate solutions are available to achieve clock synchronization between

nodes, the use of a clock distribution network and clock recovery. For small

systems with few nodes, the first choice is used and preferred, as costs

are usually comparable with the latter while allowing for a much lower

complexity receiver. In this case a clock signal is generated in the central

controller and passed either electrically or optically to all the other nodes in

the system. The narrow pass-band characteristic of the signal, coupled with

the known and stable frequency allows the use of very high quality factor

filters, to reject EM interference even in very noisy environments. When

this technique is chosen, the scrambling/descrambling steps can be bypassed

as they are not strictly needed. As the size of the system grows, there will

be a point where the cost and complexity of distributing a clock signal to

dozens or even hundreds of nodes become too large. In these cases, the

clock can be recovered directly from the incoming bit stream, provided a

large enough density of transitions is present. In this case a hardware Phase

Locked Loop (PLL) is locked to the incoming data stream, thus recovering

the transmitter clock. The two techniques can even be present in a single

system, to better adapt to the physical characteristics of each channel. For

a hierarchical tree topology network, where the main controller is linked
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only with tier two routers, which are in turn connected to the power nodes,

explicit clock distribution can be used for the small number of high speed

links while clock recovery is used for the other role or vice versa.

4.5.2 Error Handling

Error handling is a very important area of a communication protocol design

that can greatly impact system performance. The traditional approach of

error detection and message retransmission can deal with numerous random

errors while having minimal impact on the transmission efficiency during

nominal operation. The downside of this process is the introduction of a large

amount of jitter when a packet needs to be retransmitted, potentially leading

to a deadline violation. An alternative strategy, used in the designed protocol,

is the use of Forward Error Correction (FEC), where enough redundancy is

added to the bit stream to enable the receiver to mathematically reconstruct

the original bit pattern, completely avoiding the need for retransmission.

The main downside of these techniques is the limited number of correctable

bits, requiring the designer to evaluate the error probability on the expected

channel, allowing the addition of enough redundancy to reduce the probability

of an undetected and uncorrected error to acceptable levels. To address this

weakness, two error correction techniques can be chosen for the developed

protocol, depending on the expected bit error probability. A Hamming single

error correction, double error detection (SECDED) code is used for reliable

channels, where the probability of more than two errors is small. While a

Reed-Solomon code can be used (RS(15,11)) capable of correcting up to 2

symbols, with each symbol containing 4 consecutive bits can be used when

operating on a worse channel.
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Chapter 5

femtoCore eDSP

5.1 Why femtoCore?

The implementation of control systems on FPGA can take two routes, fully

custom logic, which can attain much higher operating frequencies, at the

cost of a long and complex implementation and verification process, or serial,

through processor or finite automata. This second choice allows the use of

a much quicker software development model, as opposed to the HDL one,

with the main drawbacks being longer cycle times and potentially a lack of

determinism. While the frequency trade off does not impact the considered

application as modern FPGA working frequencies are high enough to allow

the calculations to take as many as few thousand cycles while still respecting

the required deadlines. The issue of determinism is much more problematic

for mission critical applications, as it brings about all the problems inherent

in real-time low jitter safety critical software development, and the related

certifications.

Upon close examination of the desired use case, it is apparent that the

implementation of most control systems, can be reduced to the solution of one

or more equations, and provided that all required data is made available by
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processor, d) architecture with propose core

the rest of the system, the processing core’s only responsibility is to perform

a series of arithmetic and logic operations in order to obtain the required

control action. To take advantage of this characteristic of the application, a

custom instruction set (ISA) and processor core has been specifically designed

in order to allow the implementation of the control system calculations as

software, while retaining a fully deterministic execution.

It is important to highlight the differences between the use of the proposed

processing core and some of the more traditional processor-FPGA hybrid

architectures, shown in Fig. 5.1. The first, in Fig. 5.1a, is the use of separate

FPGA and processor, on the same circuit board connected together through

the processor external bus interface. This solution is typically the least

flexible and slowest of the four, the external interface severely limits the

maximum frequency of the communication, the synchronization of the two

elements can also be challenging when bidirectional information flow is

required. Due to these limitations, when this solution is adopted, the
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programmable logic device is only used to implement the final modulation.

Consequently, the control tasks are performed completely by the processor.

As such the advantages and disadvantages for this solution are the same

as for the traditional single MCU implementation. The second solution, in

Fig. 5.1b, consists of integrating the processor directly inside the FPGA

using a soft-core IP, these are available both from FPGA vendors (Xilinx

Microblaze and Intel Nios II) or third parties (ARM cortex M1 and M3).

The integration of both components on the same die allows much higher

bandwidth between the two components and makes synchronization of

the different parts of the design much simpler, allowing some degree of

acceleration of computationally intensive tasks by the FPGA. The third

architecture, in Fig. 5.1c, replaces the soft-core processor with a hard macro

processor, realized in silicon on the same die of the FPGA, and connects them

with a communication bus (typically AMBA AXI). This solution allows the

use of a much more performing processor core, like the Cortex A9 running

at several hundred megahertz on the Zynq. This change comes however with

some stark disadvantages. While the soft-core processor can be configured to

minimize the amount of execution time jitter, by removing caches, disabling

branch prediction, where present and so on; the hard processor system on

the SoCs is optimized for raw throughput, as opposed to latency or low

jitter, forcing the adoption of large timing margins to compensate, negatively

affecting the achievable performance. The last Architecture, using the

femtoCore processor, shown in Fig. 5.1d is closely related to the second one,

where the general purpose soft-core processor is replaced by the femtoCore

processor. The main advantage of this arrangement is easy synchronization,

since the core execution can be started with an external signal and the

runtime is constant.

In table 5.1 it is shown a more detailed qualitative comparison of few
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A B C D
Clock frequency − = + =
Determinism − − − +

Programming complexity = = − +
Logic Hardware complexity + + − −

Table 5.1: Comparison between FPGA-Processor solutions.

key features and metrics between the four solutions. The + symbol denotes

a strength of the architecture, − signifies a weakness and = shows where

the solution is average. In the clock frequency category the hard processor

shows its definite advantage. Both soft-core and the proposed solution are

average and the separate IC topology is considered weak, since while the

individual components might be able separately to run at high frequencies,

the communication bottleneck between them limits the overall system effec-

tiveness. As shown in the previous section, only the proposed solution can

claim a truly deterministic execution time, for the control algorithm that can

be known in advance. In the category of programming complexity solution,

C is weak, as the processors found in these type of systems are designed

with compatibility with modern operating systems in mind, making them

a lot more complex to use with respect to all other architectures that use

microcontroller architectures specifically designed to be used in a bare metal

context. The proposed solution on the other hand can be easily developed

for since, for the targeted application, only a relatively short sequence of

mathematical operations are required, as all other I/O and timing tasks are

carried out by the custom logic outside the core. One downside shared by

both solutions C and D is Logic hardware complexity, which is higher than

the in the other two as solution C requires dealing with the data exchange

between hard core and FPGA portion, while the proposed solution requires

external logic to handle sensor sampling and data movement.
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5.2 High Level Architecture

The high level architecture of the designed processor, shown in Fig. 5.2,

it is very simple, yet somewhat unconventional, the base is a simple three

stages pipeline with a decoder, an execution unit and finally result write-

back, derived from the classic five stages RISC pipeline, eliminating the

instruction fetch stage; all instructions have a fixed size, and the memory

access, not needed in this architecture. A single pool of data memory is used,

denominated Register file, with sixty-three 32-bit general purpose registers

(r1 to r63) and a single zero register (r0), that holds the constant value of

zero and is used internally to implement several virtual operations, such

as register to register data movement and the no operation (also known as

NOP). A control unit starts the execution upon reception of an external

trigger signal and halts it when reaching either the stop instruction or the

end of the program memory. This unit also contains the program counter

that is advanced once for each execution cycle. A DMA endpoint is also

present that allows the external logic to load the inputs directly in the

register file, at the appropriate location, and to extract the results once the

done signal is issued. Each one of the available operations, listed in Tab. 5.2,

can be encoded in a single 32-bit wide instruction, except for the constant

load which takes two. The most important feature of this core is the lack

of any control flow instruction, such as conditional or unconditional jumps.
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Table 5.2: Available operations

Arithmetic Logic Conversion Saturation miscellaneous

addition and From integer positive greater than
subtraction or To integer negative load constant

multiplication not less or equal to

This guarantees that the duration of each execution of a single program

to be identical eliminating jitter by design, it allows also to easily evaluate

ahead of time, during compilation, how long a specific program will take to

complete execution, and as a consequence the maximum achievable operating

frequency.

In order to reach a reasonable clock frequency, the execution of a single

floating point operation is implemented as a five stage pipeline, that once

filled, can process an instruction every clock cycle. It should be noted that

in traditional design a long pipeline is undesirable since it might need to be

flushed upon a jump or branch instruction, leading to uncertainty in the

run time and decreasing throughput. In the femtoCore, the execution time

is largely independent of the pipeline length, that, once full, will never be

flushed, leading to a fully deterministic execution time.

The only minor downside from the multi cycle operation of the execution

unit is the need for delay slots in the program to avoid data hazards when the

next adjacent instructions are co-dependent. This addition can be performed

either by the compiler/assembler, through a simple static analysis pass, or

in hardware, with a small increase in front-end complexity.

When dealing with uncoupled multichannel systems, as in the intended

application, the same program will need to be executed multiple times, once

for each channel. To benefit this use case the core has support for automated

SIMD execution. When this mode is enabled, the execution is interleaved,

executing each instruction on every channel before advancing the program
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Figure 5.3: Frontend structure

counter, the Register file is also expanded to have a full complement of

thirty-two registers for each channel. A channel counter helps to select the

active partition of the full register file. When operating in this mode since

no data dependency is present between channels, less delay slots are needed.

When more than six channels are present, the pipeline latency is completely

masked requiring no additional delay slots.

5.3 Front-end

The core front-end is composed of two sections, as shown in Fig 5.3, the

instruction store and decoder.

5.3.1 Instruction Store

The instruction Store is the memory bank that holds the femtoCore program

to be run. From the core perspective this can be seen as a Read Only Memory

(ROM), as its contents are immutable and executed in place, without the

need for caching. From a system perspective however it can be both read and

written to, allowing the dynamic reconfiguration of the program, without
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the need for whole FPGA reconfiguration. The physical implementation the

component uses a dual port block RAM primitive, that is directly connected

to the processing system, through the AXI GP1 bus, as a slave device,

mapping the core program memory directly in the processor address space

allowing higher layers of the stack easy configuration.

The interface on the core side, is much simpler than the one used for

programming, as it only needs to support a very simple sequential, read

only access pattern, allowing the use of an AXI stream type interconnect

without any performance limitation. Interlocking between the two is used to

avoid potential conflicts, that could lead to execution of an only partially

re-written program.

5.3.2 Instruction Decoder

The instruction set was designed with ease of decoding in mind, with most

instruction being a single 32-bit word wide, the only notable exception to this

principle, is the constant load instruction, which can load a single floating

point to a specified register, that employs two words, where the first contains

opcode and destination register, while the second one contains the constant

to be loaded. An alternative view that can be adopted, for easier decoder

design is to consider the raw instruction stream coming from the store as

composed up of two components, the instruction stream proper, formed of

single word units, and a set of constants that are interleaved with this last

one.

Since no branching will be encountered, as guaranteed by ISA design, a

two-step, pipelined, decoding process can be used without any performance

penalty, where in the first operation extracts the constants from the raw

stream while in the second step the instruction is split up in the composing

fields and the appropriate control signal generated. A hardwired decoder im-
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plementation is chosen, due to the simplicity and small size of the instruction

set, making a microcoded design both cumbersome and not necessary.

5.4 Execution

At the heart of the core sits the execution unit, shown in Fig. 5.4, and it is

responsible for actually executing the calculations specified by the instruction.

Due to the narrow intended application scope for this core only floating

point operations are supported, with no integer or memory addressing

capability. This module is composed of several units used to implement

additions/subtractions, multiplications, logic operations, conversions and

saturations. As a deliberate choice, the core can only issue and retire only one

of these operations in each clock cycle, even if the hardware could be made

capable of executing all five at once with minimal changes. This limitation,
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while hurting raw throughput limits decoder/compiler complexity, avoiding

the need for either Very Long Instruction Word (VLIW) or superscalar

execution techniques. It should also be noted that not all problems map

well to very wide execution units, as data dependencies can severely limit

the amount of instruction level parallelism available, as it is often the case

for the type of arithmetic code used in control systems.

5.5 Register File

The resister file, as shown in Fig. 5.5, is the only pool of working memory

that the core can access. Avoiding complex memory hierarchies allows for a

simpler and more deterministic overall design, with the downside of limiting

the total amount of available memory. To support single cycle operation

this component has a single write and two separate read ports, as many

operations work on two operands. On a hardware level a single memory block

is sufficient for a functional implementation of this component, two dual

port ram blocks are used with their write port tied together, to effectively

map this module on the underlying fixed function RAM blocks present

in the FPGA hardware, greatly decreasing logic usage with respect to a
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naive implementation. A DMA endpoint is also included in the module

to allow IO operations from the external world in the femtoCore processor

register space. Interlocking is used to prevent DMA access when the core is

running, eliminating the need for strict synchronization between core and

other components in logic, and avoiding the need for additional concurrent

read and write ports to RAM blocks.

5.6 ISA

To achieve the goal of completely deterministic execution, the Instruction Set

Architecture (ISA) design plays as much of a role as the processor architecture

and implementation themselves. Careful choice of the allowed operations can

ensure bounded execution time, while not impeding software development

for the targeted application. The lack of ISA level support for branch

and procedure call operation ensures a linear and predictable execution

flow. The unified memory structure also eliminates the need for most data

handling operations, as the whole memory pool can be directly accessed by

the execution units, leaving the load constant as the only operation in this

class.

From a physical perspective all instructions have a very similar structure

with a 5 bit opcode followed by a series of optional 6 bit arguments repre-

senting the addresses of operands and destination. Four different structures,

shown in Fig. 5.6, are used.

• Independent instructions: This structure is used for a varied class

of instructions mainly needed to control the execution flow of the

program The instructions are composed by the opcode only, with the

remaining bits zeroed out for future expansion.

• Load Constant: This structure, used for the load constant instruction
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only, here the opcode is followed by a destination address, with all other

bits zeroed. The constant to load needs to be placed as a complete

32 bit word after this instruction, interleaving it with the instruction

stream.

• Unary instructions: This structure is used for instruction that act

on a single operand and is used for conversion between the floating

point format used by the core and fixed integers inputs and output.

For these the opcode is followed by operand and result destination

addresses.

• Binary instructions: This structure is used for arithmetic, logic

and comparison instructions that act on two operands and return a

result. Here the opcode is followed by the two operand and destination

addresses.

A complete list of all instructions included in the ISA is given in Ap-

pendix A.

5.7 Software development

When developing an application specific processing core, the software support

is as important as the hardware itself. The extreme simplicity of the

architecture, coupled with the arithmetic nature of the code typically required

in control applications, and use of external DMA transfers for IO, makes this
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architecture the perfect candidate for direct high level assembly programming.

To simplify the development experience, several concepts from higher level

languages are supported by the assembler. Bounded loops are available

through unrolling, even when the underlying architecture does not have

branch instructions, at the expense of program size. Named variables are

also supported, allowing the use of descriptive names instead of registers.

The complete assembly grammar reference, in extended Backus–Naur form

(eBNF) can be found in Appendix B.

5.8 femtoCore High Level Assembler

5.8.1 Frontend

The frontend is the first part of the assembler to execute, reading the

input program, to produce the Abstract Syntax Tree (AST). This tree

data structure, contains in its nodes and leaves all information needed to

generate the output binary. They are widely used in most compiler toolchain

implementations as they ease the process of compilation, breaking it down

into a series of small transformations serially applied to each node of the

tree, in a pattern called Visitor. This section of the Assembler also deals

with the include files, which can contain constant and variable declarations,

as they are separately parsed, and then merged in the main AST. A map of

all the variables and constants used in the whole program is constructed at

this stage, to help future optimization passes.

5.8.2 Transformation Passes

The core of the assembler functionality is implemented as a series of opti-

mization passes. Each one of them comprises a function that gets called at

each node of the three in a depth first recursive traversal, and potentially
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modifies either the target node or its children. They are run in the order

listed below.

• Loop unrolling: This pass implements fixed size loops, by simply

repeating the target instructions the required number of times.

• Pseudo operation substitution: The pass substitutes pseudo-operations,

defined by the ISA specification, but not implemented in hardware,

like the No Operation (NOP) or register to register move (MOV)

instructions in terms of already implemented ones, this allows the

programmers to use a more expressive and understandable set of

instructions while minimizing hardware decoder complexity.

• Variable lifetime mapping: This pass performs a linear scan over

the code, determining the lifetime of each, non IO involved variable,

defined by their first and last use. This information is then stored in

the variable map, constructed during parsing, to be used by subsequent

passes

• Constant load interleaving: With this pass the constants specified by

the “load constant” operation are interleaved in the instruction stream

as specified by the ISA.

• Register allocation: This last pass implements a register allocation

operation, assigning a specific physical register to each variable in the

code. A linear scan approach has been used, as opposed to the more

conventional graph colouring technique, as the lack of a larger pool

of memory where to spill to in case of conflicts limits the number of

variables usable in a program to the maximum number of registers,

negating the advantages of the more complex algorithm.
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5.8.3 Code Generation

This is the last component of the femtoCore assembler, and it is responsible

for the conversion of the optimized AST to a stream of instruction to

be fed to the hardware. Operatively, the tree is traversed one last time

while the instruction contained in each tree are constructed, targeting a

specified instruction format. To account for possible future expansion of

the instruction set, along with the possible addition of more registers, the

width of both opcode and register address fields is parametrized and easily

modified.
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Chapter 6

Independent current control

The current control is the final component needed for a complete machine

drive system. From a high level perspective, it is as important as the hardware

itself to overall performance. It hides the complex non-ideal characteristics

of any real-world electrical machine from higher level controllers, simplifying

their design. This control system, is also of fundamental importance for the

fault tolerance characteristics of the entire system, as it also implements

most of the counter-measures necessary to keep the system running.

The traditional coordinate transformation based field-oriented control

techniques have been discarded, as even if they can deal with faults, they have

less than ideal scaling characteristics. The direct and inverse transformations

used as for the vector space change of base require knowledge of the complete

state of the system. This factor severely limits horizontal scaling, as even

in a distributed environment the network between the nodes can quickly

become the performance bottleneck.

The chosen static reference frame based approach, on the other hand does

not suffer from these problems, as the current for each phase is controlled

locally to each phase in a completely independent manner. This allows to

mantein a one-to-one relationship between sensors, controllers and power
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Figure 6.1: Machine phase equivalent circuit

cells, enabling the fault-tolerant control of a very high phase-count system

by splitting it into multiple, potentially independent zones. Another benefit

of the chosen control system architecture is its behaviour with respect to

effects like mutual inductance between windings. Which is treated as a

pure disturbance by the controllers and consequently rejected, without

requiring additional compensating actions, usually needed for traditional

transformation based techniques [73].

6.1 Machine modelling

Before moving to a more in detail analysis of the controllers themselves, the

modelling for the rest of the system needs to be detailed. The standard

machine modelling techniques, using the rotating reference frame with d

and q axes, cannot be applied as the whole control is performed in the abc

space. An additional challenge, not normally present with more traditional

architectures, is the fact that the frequency of the current, and consequently

the rotational speed, is not a constant but one of the controller inputs,

leading to a Multiple Inputs Single Output characteristic.

The starting point to derive a plant model that is compatible with

the constraints was the RLE equivalent circuit of a machine phase, shown

in Fig. 6.1. This was coupled with mechanical inertia and torque-power

relationships, forming the system of equations shown in (6.1) where TE is

the electrical torque, TL is the mechanical load torque, TA is the acceleration
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torque due to the rotor moment of inertia J and αm is the angular acceleration

of the rotor. 
Vph = (Rph + sLph)Iph +Keωe

ωe = PM
TE
≈ VphIph

TE

TE = TA + TL = Jαm + TL = J dωm
dt

+ TL

(6.1)

A couple of simplifying assumptions are needed to extract a transfer matrix

that can be used for control system design purposes. First and foremost,

machine losses have been neglected, equating mechanical and electrical power.

This is necessary to cleanly separate the contributions to phase current given

by input voltage and electrical frequency. As the non LTI nature of the

first equation makes extraction of transfer functions impossible. Another

simplification that is made it that of unitary power factor. These factors,

while decreasing the absolute accuracy of the mathematical model, do not

fundamentally alter its behaviour from a control system design perspective,

especially when concerning stability.

Even with these assumptions in place the Back-EMF term defined as:

VBEMF = Keω =
VphIph

Jαm + TL
(6.2)

still needs some processing, as it is non-linear for the following two reasons:

one of the inputs (angular speed) appears in the denominator, as well as the

other input (phase voltage) being directly multiplied by the output (phase

current). To deal with these challenges this factor has been linearized by

using a first order Taylor series approximation, leading to equation (6.3).

VBEMF = KeVphIphG(x) −→ Ke∇(VphIphG(x))

= Ke(V̇phI0G(0) + V0İphG(0) + V0I0Ġ(x))
(6.3)
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where

G(x) =
1

Jαe
2
np

+ TL
=

1

TL
−
J 2
np
αe

T 2
L

finally, combining everything together, leads to an equation in two variables

associated to the MISO system that needs to be controlled. From this the

extraction of a transfer matrix, shown in (6.4) is relatively straightforward.

I =

[
1−I0KeηTL

Rph+sLph+V0
Keη
TL

J 2
np
s

TL(Rph+sLph+
V0
TL

)

]VIN
ωe

 (6.4)

6.2 Current control structure

6.2.1 Overview

For fault-tolerant operation, the current control system must be able to

position each current vector independently of the others. This decouples

torque control, that is inherently linked to the machine structure, and health

state of the system, from each single phase current control, which can be

effectively performed by each phase power cell independently, if they form a

balanced set, whose sum is zero, to respect Kirchhoff’s current law at the

isolated machine neutral point.

To achieve this goal, the current controllers themselves must be moved

from the d − q or VSD space, back to the regular abc space, as shown in

the system diagram in Fig. 6.2, where there is a one to one correspondence

between controller and physical machine phase.

In case of fault, the ensuing disturbance will affect all controllers equally

and only if the references remain unchanged. As opposed in a more tradi-

tional architecture where the controllers are placed in a transformed vector

space where not all controllers might be affected, leading to a much more
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Figure 6.2: System level control architecture
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Figure 6.3: Generic Feedback control system diagram

problematic unbalance.

6.3 Sinusoidal reference tracking

In Fig. 6.3 is shown a generic feedback control system where n and d

represent additive noise and disturbances, C and P are the controller and

plant transfer functions, while u and y the input and output vectors. Its

tracking performance is determined by the ability of the controller to reject

disturbances, and consequently can be easily measured through the sensitivity

function, defined as the transfer function between disturbance and output,

given as:

S(s) =
Y (s)

D(s)
=

1

1 + C(s)P (s)
(6.5)

To achieve no steady-state error this needs to reach zero, condition only

possible when the loop gain C(s)G(s) is infinite. For constant or quasi
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static references this means infinite steady state gain, whereas for other

signal reference the gain peak must happen at the appropriate frequencies.

Consequently, several of the most used control techniques such as PID or

Linear-Quadratic Regulators (LQR), are unable to track sinusoidal signals

with no steady state error, and for this reason, they can not be directly used

for applications that rely on them.

6.4 Resonant control

Resonant control techniques are among the few, able to track a sinusoidal

signal. These add a gain peak in the controller transfer function, through the

insertion of a purely imaginary complex-conjugate pole pair at the desired

operating frequency, allowing the elimination of steady state error. Very

simple and well known implementations of this methodology are the PR and

PIR controllers, where a resonant element is combined in the structure of

the more conventional PI controller, either as a substitution or in addition

to the integrator, depending on whether zero steady state error is desired.

This results in the transfer function (6.6)

PIR(s) = Kp +Kr
ωs

s2 + ω2
+
Ki

s
(6.6)

A frequent modification to the basic resonant element, is the addition of a

damping term, reducing the infinite gain to a selected high value, improving

control stability, resulting in transfer function (6.7)

PIR(s) = Kp +Kr
ωζs

s2 + ωζs+ ω2
+
Ki

s
(6.7)

These techniques have already been proposed and demonstrated for

traditional motor control applications [74, 75]. The implementation of the
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Figure 6.4: PIR controller diagram

PIR controllers is done through the structure shown in Fig. 6.4, where

a Second Order Generalized Integrator (SOGI) is used to synthesize the

resonant part of the desired transfer function.

6.4.1 Controller Tuning

As for the regular PI and PID controllers, the tuning of the various gain

components in a PIR controller is what ultimately determines the shape of

the implemented transfer function. Several methods have been used to this

effect, from a modified version of the popular Ziegler–Nichols heuristic [76],

to optimal Linear-Quadratic Regulators (LQR) based control techniques [77],

to global optimizations based on genetic algorithms [78]. Most of these

methods rely however on an extremely precise model of the plant, as it is

crucial in the whole tuning process, and poorly handle disturbances, which

can result in instability under non-ideal conditions. To address these issues

the several techniques have been introduced in the field of robust controls,

that aim to analyse and synthesize controllers in presence of disturbances of

model uncertainty, to maximize stability and evaluate their impact on the

closed loop system performance. The µ-synthesis [79] approach based on

structured singular values (SSV) allows to tune a fixed structure controller

through H∞ methods to achieve a final set of parameters that can minimize
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the effects of disturbances, such as model uncertainty or external noise on

the closed loop performance. The method employed to tune a fixed structure

controller to minimize the impact of disturbances is called D-K iteration.

In the first step of this iterative process, a regular H∞ synthesis is used to

tune the controller, minimizing the overall gain of the system. Then the

robust performance of the system is evaluated, obtaining a scaled norm, this

is the D step. Subsequently, in the K step, a new synthesis is performed

minimizing this norm. These two steps are then repeated until a desired

convergence criterion is met.

In order to guide the synthesis process toward the desired system be-

haviour, a set of weight functions are selected and applied to the inputs (Wi

for the current set-point and Ww for the angular velocity), to the outputs

(Wo) and to the control variables (Wv for the voltage); in a process called

H∞ loop shaping. Creating a set of virtual outputs, four in this case, only

used during the controller synthesis process. The only constraints placed to

the optimization process used for these steps, are upper and lower bounds

for the tuned parameters, to speed up the computational process by limiting

the search space and ensure a solution with reasonable values (neither too

small nor too large) to avoid potential numerical problems.

A multiplicative uncertainty in a range of 30% around the mean value

has been assumed for both the moment of inertia and the rotor magnet flux

linkage, as the direct measurement of these quantities is often not practical.

It should be noted that the type and amount of uncertainty that needs to

be added to the model is highly variable on a case by case basis.

A result of the tuning process is shown in the Bode diagrams in Fig. 6.5,

where multiple lines are drawn, to show the effects of the uncertainties on

system performance and the robustness of the controller tuning. The exact

controller gain values obtained through this process, used in the experimental
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Figure 6.5: Closed loop transfer function from set-point to output current
of the uncertain system

Table 6.1: Controller parameters

parameter value

Kp 0.8
Kr 1000
Ki 0.5
ζ 0.0591

section are shown in Table 6.1.

6.5 Handled faults

Key for the successful implementation of a fault-tolerant machine drive

system is a correct partition of responsibilities, between the different aspects

and layers of a design. Not only with respect to the regular operating

mode, but also with regard to fault handling, simplifying the overall design

process. For this reason, some type of problems, such as loss of the converter
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power supply, have not been considered in the control system design, as a

system level approach is required to achieve fault-tolerant operation, through

component or even subsystem level redundancy. Other issues, loss of position

feedback, can be effectively solved with lower level self-contained approaches,

namely the addition of a speed/position estimator, as shown in [80, 81],

whose outputs are used upon sensor fault detection, transitioning the drive

to sensorless operation.

In Table 6.2 are specified the types of fault relevant to the current control

system design, and how they are handled by the proposed architecture. Open

circuit (OC) faults in all components in the current path: inverter, cables and

machine stator, can be handled natively by the proposed architecture, with

simple reconfiguration of the input references to maximize torque generation.

Similarly, short circuit (SC) to neutral inside the machine stator coils can be

resolved by reconfiguring the current references to operate the machine with

a reduced number of phases, and shutting down the appropriate inverter

portion to avoid unwanted fault currents. When instead the short circuit is

to grounded components, like machine chassis or grounded shield conductors

in the cables (if present), the options are usually much more limited, as the

entire drive system will need to be shut down to avoid potentially dangerous

ground currents. Finally, when the short circuit is in one of the drive phases,

this needs to be excluded from the system before reconfiguration. This can

be done through external contactors or fuses if present, or if sufficient fault

isolation between adjacent phases is present through an intentional shoot

through event.

6.5.1 Fault mode operation

While the proposed architecture can gracefully handle failure of one or more

phases without immediate stability challenges, it is still desirable to perform
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Compo-
nent

Fault Response

Armature
OC Reconfiguration
SC to
neutral

Reconfiguration

SC to
ground

Safety shutdown

Cable OC Reconfiguration
SC to
ground

Safety shutdown

Inverter OC Reconfiguration
SC Exclusion of affected phase and

reconfiguration

Table 6.2: Overview of relevant fault modes and how they can be handled

fault detection, which is now a delay insensitive process, and it can be done

through one of the many approaches published in literature [82, 83]. In

order to minimize performance loss, the drive operation should then be

reconfigured to achieve optimal performance. In the case of the proposed

architecture, this operation is extremely simple, and can be easily performed

online. It only consists in a simple reference signal change, to produce

the new set of sinusoidal references, thanks to the controller ability track

arbitrary current phasors.

First and foremost, it is important to determine the type of fault ex-

perienced by the system. Without delving into excessive detail two large

classes can be easily identified, open and short circuit faults. From a drive

operating perspective, these two must be treated differently. To deal with

short circuit faults, the affected part of the system needs to be isolated, in

order to interrupt the flow of current, transitioning to a more easily dealt

with open type fault. Several techniques have been proposed to do so [84,

85], and they fall broadly in two groups, active, where thyristors or relays

are used to open the affected path, or passive, where fuses are added to the

circuit and react to the current spike following the short. In case of an open
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circuit fault, either direct, or induced, the offending phase is completely

cut off making it unable to generate torque, while the rest of the system is

unaffected, making it possible, for multiphase machines, to carry on working.

To achieve optimal post fault behaviour the remaining phases current

vectors should be reconfigured to still generate a smooth rotating MMF.

The easiest way to calculate the phase angles needed by the reference

signal generators in hardware, is by using a Vector Space Decomposition

Approach [86, 87]. By using the transformation shown in equation (6.8) the

phase current of the star-connected asymmetrical six phase machine, are

moved to a new vector space, that can be subdivided in three sub-spaces

where torque is generated only by current in the α − β plane while the

others largely only contribute to losses, with only second order effects on

the electromechanical energy conversion, in most machines.



Iα

Iβ

Ix

Iy

I0+

I0−


=

1√
3



1 −1/2 −1/2
√

3/2 −
√

3/2 0

0
√

3/2 −
√

3/2 1/2 1/2 −1

1 −1/2 −1/2 −
√

3/2
√

3/2 0

0−
√

3/2
√

3/2 1/2 1/2 −1

1 1 1 0 0 0

0 0 0 1 1 1





Ia

Ib

Ic

Id

Ie

If


(6.8)

To guarantee smooth torque generation, it is sufficient that the circular

trajectory described by the first two currents in their plane remains invaried,

in both pre- and post-fault configurations. Other constraints that the set

of currents needs to satisfy is to have zero current in the x − y plane, to

avoid any unnecessary losses, and finally that the current in the positive

and negative zero sequence current balance out, due to the neutral point

arrangement. All these are summarized in equations (6.9) to (6.11).
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Iα = Iβ

ϕα = ϕβ −
π

2
(6.9)

Iα ϕα =
√

2(IA ϕA −
1

2
IB ϕB −

1

2
IC ϕC+

√
3

2
ID ϕD −

√
3

2
IE ϕE)

Iβ ϕβ =
√

2(

√
3

2
IB ϕB −

√
3

2
IC ϕC +

1

2
ID ϕD+

1

2
IE ϕE − IF ϕF ) (6.10)

In = 0 ∀n ∈ {faulty phases}

IA + IB + IC + ID + IE + IF = 0 (6.11)

When running in nominal conditions and all phases are working, only one

solution to this set of constraints is possible, with even a single faulty phase,

the problem becomes not fully constrained, leading to an infinite number of

potential solutions. To choose the best one an optimization problem is set

up, to find the solution that satisfies these constraints while minimizing the

average conduction losses, using the following cost function:

I2A + I2B + I2C + I2D + I2E + I2F (6.12)

From an implementation perspective, this approach does not suffer from

the problems delineated in the introduction, as this expensive part can

be performed offline, pre-computing the angles and relative magnitude the

reference phasors in each scenario, storing them in a simple Look Up Table
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(LUT) to be consulted at runtime.

6.6 Controller stability

In the field of control engineering there are several techniques that can be

used to evaluate stability of a system, the simplest, especially when working

with small linear systems, are the ones from classical control theory based

on stability margins and the Nyquist plot. While these are very widely used

in the analysis of the current control loops for power converters, they are

not suitable for the designed system, as they become increasingly difficult

to apply for systems with multiple inputs and outputs. For these reasons a

state space approach was followed.

6.6.1 State-Space Representation

The state of a dynamical system is a set of variables containing all present

and past information needed, along with the current inputs to fully describe

it future behaviour. The state-space representation, is a mathematical model

that correlates the state, inputs and outputs of a system through linear

differential equations shown in (6.13) where x denotes the state vector, while

y and u the system output and input vectors respectively with A, B, C, D

being four matrices that represent the relationships between them.

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)

(6.13)

It can be shown that, for a system in this form, the eigenvectors of

the A matrix, obtained by solving (6.14) with I being the identity matrix,

correspond to the poles of the system. That can thus be calculated by simply

evaluating the determinant of matrix A, this allows the application of the
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Routh–Hurwitz criterion, for which a necessary and sufficient condition for

system stability is the absence of poles with positive real part.

det(sI − A) = 0 (6.14)

6.6.2 Stability analysis

To prove stability of the proposed architecture, in both pre- and post-fault

configurations, stability analysis needs to be performed, to mathematically

guarantee that the system is well-behaved in all situation. While several

tools can be utilized to this effect, the choice was made to use a state-space

approach due to its simplicity, especially for higher order models. As a

first step in its derivation process the dynamics of the complete system

need to be described with one or more differential equations. This can

be done by equating the voltage at each machine terminal phase with the

controller output, also considering the interactions between different phases

given by mutual inductances, as shown in equation (6.15) where Is is the

current in the examined phase, while Ix is the one in the others, L and

Ms,x are respectively the winding self inductance and mutual inductance to

the other windings, calculated with the same method as in [88] and VB is

the Back-EMF voltage. This last term will be processed similarly to when

extracting the machine transfer function, with the only difference being that

the angular speed can be considered constant, for this analysis that is aimed

strictly at electrical domain phenomena.

(Kp +Kr
ζω′s

s2 + ζω′s+ ω2
+
Ki

s
)(I∗s − Is) =

RIs + sLIs + sMs,xIx + VB

(6.15)
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X =



Ix

İx

Ïx
...
Ix
....
Ix


U =



I∗x

İx
∗

Ïx
∗

...
Ix
∗


(6.16)

After elimination of the denominator from the left-hand side and ex-

pansion/collection of all relevant terms, an Ordinary Differential Equation

(ODE) with several fourth order terms. The state and input vector choice

is shown in equation (6.16) where Ix represents a vector of the six phase

currents and I∗x is a vector of the six current setpoints. A state space model

for the nominal system can now be extracted and is shown in equations (6.17)

to (6.27) where the overlined quantities define the relevant 6×6 matrix (i.e.

R̄ for resistance, L̄ for inductances, etc.)

A(30×30) =



06,6 Id,6 06,6 06,6 06,6

06,6 06,6 Id,6 06,6 06,6

06,6 06,6 06,6 Id,6 06,6

(Ki/L̄n)Id,6 A2 A3 A4 A5

06,6 06,6 06,6 06,6 06,6


(6.17)
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A2 =

(
Kp + R̄

L̄n
ω2 +

Ki

L̄n
ζω +

KeV0ω
2

L̄nTL

)
· Id,6 (6.18)

A3 =

(
Kp +Kr + R̄

L̄n
ωζ +

Ki

L̄n
+ ω2 +

KeV0ωζ

TLL̄n

)
· Id,6+(

−Mn,m

L̄n
ω2

)
· [J6,6 − Id,6] (6.19)

A4 =

(
Kp + R̄

L̄n
+ ωζ +

KeV0
TLL̄n

)
· Id,6+(

Mn,m

L̄n
ωζ

)
· [J6,6 − Id,6] (6.20)

A5 =
¯Mn,m

L̄n
ωζ[J6,6 − Id,6] (6.21)

B(24×30) =



06,6 06,6 06,6 06,6

06,6 06,6 06,6 06,6

06,6 06,6 06,6 06,6

B1 B2 B3 B4

06,6 06,6 06,6 06,6


(6.22)

B1 =
Ki

L̄n
ω2Id,6 (6.23)

B2 =

(
Kp

L̄n
ω2 +

Ki

L̄n
ζω

)
Id,6 (6.24)

B3 =

(
Kp +Kr

L̄n
ωζ +

Ki

L̄n

)
Id,6 (6.25)

B4 =
Kp

L̄n
Id,6 (6.26)

C(1×30) = [1 1 1 1 1 1 0 ... 0] (6.27)

D(1×24) = [0 ... 0] (6.28)

The stability analysis, once the system behaviour is described with this

representation can be easily guaranteed through analysis of the eigenvalues

of the A matrix, that corresponding with the poles of the system, must have

zero or negative real part. To then re-assess stability of the system in a post
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open circuit fault state, it is sufficient to zero out all the components of the

A matrix related to the faulty phase, as the fault cause all current flow to

stop. The eigenvalues of this new model can be inspected to prove stability

even in this configuration. The results of both normal and faulty system

stability analyses, shown in the pole-zero map at Fig. 6.6, demonstrate

through linear analysis, and under the following assumptions:

• Negligible machine losses

• Unitary power factor

• Absence of saturation in both stator and rotor

That the control system is guaranteed to be stable, even during a single

phase open circuit fault scenario. It should also be noted that the inclusion

of the mutual induction contribution in the analysis verifies the viability of

the control system design based on independent phases assumption.
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Figure 6.6: Pole zero map of the current control system in both pre (blue
marks) and post (red marks) fault scenarios
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Chapter 7

Simulations

7.1 Simulation goals

It has become standard procedure, in modern development and design

flows to use Simulation as an intermediate step between regular analytical

performance evaluation and experimental testing to further validate a designs

performance and robustness. In particular, with the help of these techniques

it is possible to evaluate the impact of second order effects, materials non-

idealities and their various possible interactions. With this overarching goal

in mind the design presented in the previous chapters has been simulated in

order to achieve the following goals:

• Validate the control system stability, in a closer to reality setting with

respect to the mathematical stability analysis.

• Evaluate the effects of temperature and ensure the absence of possible

thermal runaway conditions.

• Evaluate sensitivity of the drive performance to parameter variations.

To achieve these objectives several simulations have been prepared. The

first one, concerned with evaluating the purely electrical aspects of the
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Figure 7.1: Simulation model of the electrical machine.

design, without taking temperature into account as a factor. Successively

the thermal aspect of the design will be studied. Finally, a sensitivity

analysis will be performed on a significant subset of components to identify

the critical points in the design where most of the manufacturing attentions

should be placed, and where on the other hand potential variations can be

allowed without effects on the overall performance.

7.2 Electrical Simulation

7.2.1 Setup

Electrical Machine

Since the complete drive system is the focus of this thesis, rather than just

the electrical machine itself, or its control, the decision has been made to use

the simplest electrical machine model suitable for system level simulation,

rather than seeking the absolute highest modelling accuracy possible. The

first requirement for these type of models is the computational efficiency,
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Parameter Value

Phase resistance 8.5 mΩ
Phase Inductance 166 µH
Mutual inductance 66 µH

pole pairs 2
Rotor moment of inertia 0.0038 Nms2

Back EMF constant 0.1846 V Hz−1

Rated Power 18 kW
Peak rated voltage 312 V

Rated speed 3000 rpm

Table 7.1: Machine parameters

as the long timescale needed to assess thermal and mechanical transients

would extend excessively the required processing time for each individual

simulation. It is for these reasons that the use of Finite Element Method

(FEM) techniques has been excluded. High level look-up table based “black

box” type models, while very efficient, are not suitable, as they are difficult

to successfully and accurately interface with the circuital models used for

the converter. The choice has consequently fallen on a Simple RLE model,

shown in Fig. 7.1, where θ is the rotor electrical angle and ϕ is the phase

angle. This model, on top of being very computationally efficient allows for

a simple injection of one or more open phase faults, that can be modelled as

a time dependent resistance value. The mechanical side of the machine was

also modelled, keeping into account the rotor inertia, and a user controlled

load torque, allowing simulated load step testing.

Converter

The first class of models that can be used to simulate electronic circuits

is based on non-linear differential equations, that accurately describe the

behaviour of all passive and active components, with all the associated higher

order effects. This approach, routinely used for analogue and Integrated

Circuit design, is not suitable for system level simulation of power electronics
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Figure 7.2: Complete simulation model.

converters, as the vastly different time-constants present in the overall model,

ranging from sub-nanosecond, for device internal dynamics, to the seconds

typical of mechanical and especially thermal sub-systems, mean that some

parts of the model need to be evaluated many millions or even billions of

time in each run, making the overall simulation extremely heavy.

A useful property of power electronic circuits in general, and machine

drives in particular, is the fact that the behaviour of voltages and currents in

the circuit are fully determined by passive components, especially inductances

and capacitances, as the associated time constants are orders of magnitude

slower with respect to the transient behaviour of transistor commutations.

This means that as long as the transistors are strictly operated between the

fully on and off states, they can be treated as ideal switches, commutating

instantly between the two states, eventually keeping track of on state voltage

loss through a small value time dependent resistor This piece-wise linear

approach significantly reduces computational complexity making allowing

even the longer time-frames to be simulated.

7.2.2 Results

The complete system, consisting of electrical machine, converter and control

system, shown in Fig. 7.2, is implemented in a MATLAB/Simulink environ-
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Figure 7.3: Steady state currents in simulation

ment where the electrical domain is managed through the use of the PLECS

piece-wise linear simulator. For all simulations constant current control was

used, with a current amplitude profile specific to one of the following test

cases:

• Steady state test.

• Load step test.

• Single Open phase fault transient.

The first simulation is aimed at evaluating the steady state performance

of the control system, so a constant fixed amplitude current is used with

a constant torque load. The phase currents, shown in Fig. 7.3 are then

saved after having waited for the control system to settle following the initial

transient.

To evaluate the dynamic performance of the designed system a load step

simulation is performed. For limitations in the experimental setup that

will be used to validate these simulations, a step in the reference current

amplitudes, with the machine connected to a simulated constant speed load

was used, as opposed to a straight load torque step. The results, shown in

Fig. 7.4 shows fast response without overshoots.
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Figure 7.4: Load step currents in simulation
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Figure 7.5: Fault transient currents in simulation
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The last and most important test, simulates an open circuit fault transient

on one of the six phases of the machine. To simulate this event, a high value

resistor was placed in series with the affected phase, effectively reducing

the current that can flow through it to negligible levels. After a 5 ms delay,

emulating the time required for fault detection, the references are then

reconfigured for optimal post-fault operation. The behaviour shown in the

simulation, confirms the theoretical stability analysis with the control system

keeping control of the current throughout the fault and resuming regular

operation once completed reconfiguration.
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Chapter 8

Experimental validation

8.1 Communication protocol Testing

Before starting the main phase of this experimental campaign, a series of

tests has been performed to assess the performance of the developed com-

munication protocol, in terms of latency introduced into the communication

path, and resistance to random errors. For both these tests, the setup shown

in Fig. 8.1 was used, where both the controller and the power cell logic

have been implemented in the same FPGA, and linked together through

a physical loopback connection, consisting of a short optical fibre section.

TRANSMITTER

RECEIVER

PACKET 
GENERATOR

ERROR
INJECTOR

BER 
CALCULATOR

LO
O

P
B

A
C

K

Figure 8.1: Communication Protocol testing setup
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Additional infrastructure also implemented alongside the logic under test,

where needed to support the measurements. All tests were run with an

FPGA clock frequency of 100 MHz, and Optical transceivers with a 40 MHz

bandwidth.

8.2 Latency testing

The measurement of the latency introduced by the designed communica-

tion protocol is performed on a physical loopback connection, where the

transceiver input and output connections are tied together with an appropri-

ate length of transmission medium. For the test, random traffic is generated

and fed to the transmission pipeline, while the reception one is monitored,

as the received data is passed onwards for Bit Error Rate (BER) calculation.

Measurement of the end to end latency was performed both in the FPGA

logic by starting a counter upon packet transmission and stopping after

completion of the reception phase, as well as with an oscilloscope, monitoring

the transmitter and receiver activity signals, that are made available on

one of the FPGA IO pins for this test. It should be noted that due to

the short cabling run typical of power electronics application both latency

measurement techniques the latency in communication is dominated by

the transmission time over a bandwidth limited channel, as opposed to

propagation time, which is completely negligible in this application.

The results of the test are shown in Table 8.1, where the first column shows

the utilized forward error correction (FEC) technique, while the subsequent

ones show: the absolute amount of latency added by the transmission and

reception steps and the total end to end latency. When forward error

correction is not needed, namely when an optical physical medium is used,

the total amount of latency added to a communication is 910 ns. If some error
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FEC Technique Absolute Latency Added latency

None TX 460 ns
910 nsRX 450 ns

Hamming TX 540 ns
1.11 µsRX 570 ns

Reed Solomon TX 750 ns
1.82 µsRX 1070 ns

Table 8.1: Latency test results

correction is desired, like when part of the wiring run consists of electrical

cabling, the Hamming Single Error Correction Double Error Detection

(SECDED) method can be used with a minimal amount of added latency

while still being able to detect two bits and correct single bit errors. When

heavy interference is expected, the Reed-Solomon error correction algorithm

can be employed, allowing the correction of a much longer error sequence,

at the cost of a significantly higher added latency.

8.3 Bit Error Rate testing

To evaluate the robustness of studied error correction algorithms, the Bit

Error Rate (BER) is calculated as in (8.1), where Nerrors is the number of

errors after error correction, and Ntx bits is the number of total sent bits

BER =
Nerrors

Ntx bits

(8.1)

To this purpose a BSC has been used as it can model accurately the conditions

that can be found in the real world for power electronics systems [89]. The

very simple fully digital hardware receiver architecture is incapable of any

kind of error detection, apart from a complete channel failure, and thus the

only possible type of error are bit flips. Burst errors are also not considered,

as the wide-band noise typically present in solid state energy conversion

systems is unlikely to corrupt a significant number of consecutive bits, also
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Figure 8.2: BER as a function of error probability for a BSC channel.

taking into account the fairly low frequencies involved.

In Fig. 8.2 the measured BER is plotted against the error probability

for a BSC channel. This test clearly shows the relative error correcting

capabilities of the various error correcting codes. As with the previous test,

the results are shown for the two studied FEC techniques, together with

the BER for the unprotected transmission, when no error correction is used,

as a baseline for the comparison. As expected, the RS coding has better

performances across the whole range of channel conditions, however the gap

between it and the simpler Hamming coding reduces significantly as the

error probability increases indicating a low impact of the error correcting

coding on the overall number of errors, in those situations.

It is worth noting that in both cases the BER with error correction is

much lower than the one for the uncoded channel, proving the efficacy of

FEC even when overwhelmed with more errors than it can handle. For
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channels with very high error probabilities (due to poor signal-to-noise ratio)

the small gap between the two coding methods and relatively large latency

of the stronger one, decrease the suitability of RS coding, requiring either a

stronger coding, or a change in the physical channel design.

8.4 Power cell Testing

8.4.1 High voltage test

The first step in the experimental validation of the developed system is

performance testing of the power cells themselves, establishing a baseline

and ranges for operative parameters, like internal gate driver timings. This

step is also vital in establishing an acceptance testing procedure that ensures

functionality of all power cells upon integration in the final distributed

architecture.

(a)

Vin

M1

M2

1 mH

IOUT

(b)

Figure 8.3: Power cell test experimental setup (a) schematic and (b) picture

The chosen experimental setup is shown in Fig. 8.3, along with the relative

electrical schematic. It contains a single power cell configured and operated

as synchronous rectified constant current step-down DC/DC converter with a

heavily inductive load. This allows the main switching transistors to operate

with both nominal voltage and a significant current, without the need for a
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load that can dissipate high powers; as well as being representative of a motor

winding at standstill, when the back EMF is not present. The first test, was

designed to validate signal integrity of the cell, in particular with respect

to dv/dt that the wide bandgap devices can generate when commutating,

to this effect no additional load was added to the circuit and the maximum

input DC voltage of 600 V was used. The high side gate-source voltage

was captured with a Tektronix TIVP1 optically isolated high bandwidth

differential probe and the low side drain-source voltage was captured with

a THDP0200 high voltage differential probe. The results of the test are

shown in Fig. 8.4 where, due to symmetry of the circuit operation, only a

rinsing edge is displayed to enhance resolution. Both waveforms appear very

clean with no overshoot for the high side gate voltage and only minimal one

in the cell output, that keeps the maximum voltage stress on the devices

well below the acceptable limits, even with a 20kV/µs output slew rate.

It should also be noted that the apparent lack of synchronization between

gate and drain voltage waveforms is a result of the high commutation speed

achieved by wide bandgap semiconductor devices, which allow the output

transition happening almost exclusively during the miller-plateau phase of

the commutation.

8.4.2 Low voltage test

To assess the performance of the power cells in a scenario closer to the

complete system a second test was performed with a heavy inductive load,

and 270V input DC-link voltage subjecting the transistors to a more realistic

operating point. To achieve this a current control loop was used, to regulate

the output current to the desired level of 16 A. The results of the test, shown

in Fig. 8.5, demonstrates a similar behaviour to the previous test, with only

a slight increase in the drain-source overshoot, mainly due to the difference
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Figure 8.4: Drain-source (a) and gate-source (b) voltages captured during
the 600 V test

in parasitic parameters between the two setups. The high side gate voltage

still demonstrates a very clean waveform with no overshoot, important factor

in the long term reliability of the main MOSFETs gate oxide layer.
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Figure 8.5: Drain-source (a) and gate-source (b) voltages captured during
the 270 V test

8.4.3 Thermal Test

During the previous test a thermal imaging camera has been used to capture

the temperature distribution in the power cell, with the aim of verifying

the correct static and dynamic current sharing between all the devices in

each switching cluster. The resulting image, shown in Fig. 8.6, shows only a

minimal temperature gradient, between devices that can be attributed to the
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Figure 8.6: Thermal image of the power cell.

difference in heat dissipated through the drain tab, that can be considered

normal, given the physical layout of the board and the lack of main heatsink.

8.5 System level Testing

8.5.1 Experimental Setup

The proposed Drive Architecture is experimentally validated on a config-

urable multiphase test machine, set up as a permanent magnet synchronous

motor, with an asymmetrical stator composed of two three-phase sets ra-

dially shifted by 30°. Each one of the six phases is controlled through a

separate power cell, fed by a common 270V DC bus. A single centralized

main controller, used for simplicity, handles current control, as well as sensor

acquisition. A resolver, paired with a monolithic Resolver to Digital Chip

(AD2S1210) samples both shaft angle, and true mechanical speed. The

output currents are sensed for feedback through isolated closed loop hall

effect sensors (LEM LA55P-SP1). An induction machine coupled to the test

motor is operated as a variable load. Both machine and drive are shown in

Fig. 8.7 and the related specifications in Table 8.2. It is important to note

that some differences exist between the initial design parameters, shown in
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(a)

(b)

Figure 8.7: Experimental Setup

chapter 3 and those used in the experimental setup. DC-Link voltage is

limited to the chosen values by the motor testing rig power supply while

rated current/torque was limited by both the test machine and testing rig.

Finally, switching frequency is limited to 60 kHz due to limitations in the

gate driving circuitry.

Parameter value

stator inductance 0.125 mH
stator resistance 8.5 mΩ

flux linkage 0.0923 Wb
pole pairs 4

Rated speed (test rig limited) 1500 rpm
Rated current 50 A

Switching frequency 60 kHz
DC link voltage 270 V

Table 8.2: Experimental setup parameters
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8.5.2 Data capture and processing

The six phase currents signals from the hall effect sensors are simultaneously

sampled and digitized at 240 kSps by six LTC2313-14 14 bit analogue to

digital converter. These raw samples are then directly saved to a file, along

with the relative timebase to be used in plots and analyses presented later

in this chapter. The control loop input signals are derived by these through

a downsampling process that reduces data rate by a factor of 4, to arrive at

the target sampling frequency.

8.5.3 Steady State Test

The first set of tests has been performed with a completely healthy system,

working nominally, with the aim of assessing the steady state behaviour of the

drive. Throughout these tests a constant current set point was maintained,

while varying speed and DC link voltage. The captured data is shown in

Fig. 8.8 and Fig. 8.9. From a stability perspective, no signs of oscillations

are present, confirming the results of the analysis presented in chapter 6.

The envelopes of the multiphase sets demonstrate an excellent steady state

tracking, with no visible error.

To assess the output power quality, the Total Harmonic Distortion (THD)

of the phase current is calculated through a Fast Fourier Transform (FFT)

analysis of an integer number of fundamental periods.

The Total Harmonic Distortion of the phase current is chosen as the figure

of merit for power quality. For its calculation a Fast Fourier Transform of

an integer number of fundamental periods is performed, obtaining frequency

domain information. The indicator is then calculated from this equation:

THD =

√
I23 + I25 + ...

I2f
(8.2)
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Figure 8.8: Steady state currents at 135V Input voltage and 35 (a, c, e) or
70% (b, d, f) of full speed
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Figure 8.9: Steady state currents at 270V input voltage and 35 (a, c, e) or
70% (b, d, f) of full speed
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THD SNR
Voltage 135 V 270 V 135 V 270 V
Speed 35% 70% 35% 70% 35% 70% 35% 70%

5 A 5.87% 6.61% 9.25% 5.35% 8.35 6.09 6.34 6.86
10 A 3.64% 4.17% 5.25% 3.18% 11.51 9.91 9.69 12.17
15 A 2.89% 3.37% 2.53% 2.56% 13.16 13.65 13.31 12.97

Table 8.3: THD and SNR at various operating points

Where I2x represents the amplitude of the x-th harmonic, while I2f is the

amplitude of the fundamental.

Another metric calculated to verify the reliability of the obtained THD

figure is the Signal to noise ratio:

SNR =
Psignal
Pnoise

(8.3)

defined as the ratio between the power of the fundamental signal Psignal and

that of the noise Pnoise, constituted by all component of the spectrum at

other frequencies

The average THD And SNR for all six phases are shown in Table 8.3. As

expected the calculated distortion decreases as the current increases, this is

due to the vulnerability of sensors, cabling and other circuitry to noise when

close to the system resolution limit. A difference in the overall noise-floor is

also the cause of the contradicting trends with regard to speed and voltage,

where THD increases with speed at 135 V and decreases at 270 V. At the

highest current set-point on the other hand, the signal-to-noise ratio for all

captures is broadly similar, making the figures directly comparable. There is

only a slight decrease in SNR at the highest voltage and speed, which while

visible as increased noise on the plots does not impact on the THD figure.
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Figure 8.10: Load steps at varying input voltage

8.5.4 Load Step Tests

A second key technique used to validate the performance of a drive is the

load step, it allows the estimation of the current control bandwidth, and

ensure stability even in challenging conditions. The preferred methodology

for this test, consisting of driving the machine to a constant speed, while

varying the load in a step wise manner could not be followed due to limitation

to the external test rig infrastructure. Consequently, the drive under test

was directly controlled to step its current set-point with the load machine

spinning at a constant speed. To better capture the fast dynamics of the

system the Data acquisition module triggering function is used to perform

the reference change at a well-defined point in the capture windows allowing

both pre- and post-trigger information to be displayed.

The test, whose results are shown in Fig. 8.10, have been performed

at two different voltages with the same speed, going from 5 A to 20 A. In

both cases the system reacted immediately to the response with minimal

overshoot and no signs of ringing or oscillations. The rise time of the currents

in response to the stimulus are in both cases are measured to be 200 µs,

pointing to a bandwidth of 1.75 kHz when assuming a first order response.
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8.5.5 Fault Transient Tests

The last and most important test group is aimed at proving the fault

tolerance of the proposed architecture. To test this aspect in a safe and

scientifically repeatable fashion, an open circuit fault in one or two phases

was emulated. To do so, the corresponding power cell was completely turned

off, asynchronously with respect to the control, in order to cut the current to

zero in the most realistic way possible. Then after a delay the references are

reconfigured, with all other controller and test parameter remaining equal.

The delay duration, representing, among other things the fault detection

algorithm response time and run time, is highly variable, with both the

system size and complexity of both system and algorithm, where the accurate

determination of the fault type and position in a large highly coupled system

can be difficult to perform. Consequently, the value of 5 ms, was chosen, as

worst case scenario, highlighting the stability of the proposed control system,

even in this situation.

As for the load step test, the fault is triggered through the data collection

interface, in order to closely control the events positioning in the captured

data buffer.

The results of these trials are shown in Fig. 8.11, at 10 ms into the capture

the fault is triggered, immediately upon which the affected currents drop to

zero, while the other phases, do not show any sign of instability, only being

affected by the neutral point unbalance. After reconfiguration, the currents

rapidly shift to follow the new set of references, with a transient behaviour

that is very similar to the one observed for the load step.
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Figure 8.11: Open circuit fault transient test.
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8.5.6 Simulation Validation
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Figure 8.12: Steady state comparison of currents, in VSD space, between
simulation (solid line) and experimental results (dashed line).

The data captured during experimental testing, is also used to validate

the correctness of the simulations presented in chapter 7. First to validate

both the pre- and post-fault steady state tracking performance the VSD

components of both sets of currents are shown in Fig. 8.12, highlighting a

near perfect matching in both cases.
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Figure 8.13: Comparison of load step currents between simulation (solid
line) and experimental results (dashed line).

The second comparison, shown in Fig. 8.13, shows equally good matching

between the experimentally measured currents, plotted with a dashed line,

and the simulated currents, shown with a solid line, for the load step test.
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This confirms that even the dynamic behaviour of the constructed simulation

model is representative of the real system one.
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Figure 8.14: Comparison of currents during a fault transient between simu-
lation (solid line) and experimental results (dashed line).

Finally, in Fig. 8.14, simulation (solid line) and experimental results

(dashed line) are compared during a fault transient. Even in this tough

scenario, the comparison shows excellent matching between simulation and

experimental result demonstrating the dependability of the simulation results

even for the study of the system response to faults.

The near perfect matching of the system behaviour between analysis,

simulation and experimental results, validates all assumptions made during

the control system design stage. First and foremost it has been demonstrated

that the single phase design approach can be safely and successfully used,

neglecting the mutual inductances, that will be dealt with by the robust

control strategy as a disturbance, and consequently rejected. This allows

a fully independent approach to the control of each phase, where only a

locally sensed current information is used, completely removing the need

for a single central controller, reducing the need for communications, poten-

tially increasing reliability. The analytical approach to mutual inductance

calculation has also been demonstrated as sufficient, not needing to rely

130



Test Name Test target Test goal

Power cell HV Power cell
hardware

Functional safety

Power cell LV power cell
hardware

Operating point output waveform
quality

Steady state
machine test

Healthy drive
system

Functional verification and output
distortion

Load step
machine test

Healthy drive
system

Current control loop bandwidth and
stability

Open phase fault
transient

faulty drive
system

Stability, tracking and power quality
during and post fault

Table 8.4: Summary of the conducted tests and relative goals

on FEM modelling. Last but not least the similarity between simulated

and experimentally measured currents shows validity and correctness of the

physical implementation of the system.

In conclusion Table 8.4 shows an overview of the experimental campaign,

showing performed tests, the part of the system they targeted and the

goal/key finding of the test.
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Chapter 9

Conclusions and future work

This thesis presented a distributed fault-tolerant drive architecture for mul-

tiphase machine drives targeted at mission critical applications. To meet

the challenges of such a complex environment, a vertically integrated de-

velopment approach was followed. With clean slate implementation of all

components in the system, from the hardware itself, to the software stack,

to the control methodology. The holistic approach allows greater focus

to be placed on the most challenging aspects of the system. This avoids

expenditure of unnecessary efforts on non-critical components.

The first pillar of the developed architecture is the femtoCore embedded

DSP processor, which enables software-like control implementation, without

sacrificing flexibility and determinism, the two key advantages of FPGA

based controls. Moreover, The relatively high clock frequency of 100 MHz and

single cycle operation capability, allow this core to outperform a conventional

microcontroller based control implementation [90]. All these characteristics

make the femtoCore an ideal match for high performance mission critical

control systems.

The second key technology that make high frequency distributed power

electronics converter architectures possible is the custom communication
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protocol, co-designed with the rest of the system. The small packet size,

coupled with the very low associated processing overhead allows the achieve-

ment of a microsecond level end-to-end message latency (1.1 µs), ensuring a

very low impact on the control system performance and stability. Moreover,

the use of forward error correction techniques significantly improves jitter

over noisy channels with respect to the traditional detect and re-transmit

strategy.

Finally, the use of static reference frame based PIR controllers, enables

seamless horizontal scaling across multiple controllers, allowing the same

base architecture to scale from the relatively small 6 phase drive presented in

chapter 8 to very large systems with phase counts ranging in the hundreds, as

typical of Megawatt scale drives. Another advantage of static reference frame

control is the direct control of stator currents which simplifies the graceful

handling of fault transients. In these circumstances a simple reference

allows the retention of complete control over the remaining phases currents,

regulating all components of the output current and guaranteeing optimal

torque production even in a post-fault scenario.

The Fault tolerance of the developed architecture is proven through

experimental testing on a 18 kW machine, with a hardware emulated drive

failure, where the system has proven capable of handling the loss of both one

and two phases without showing signs of instability in both the 5 ms fault

detection window and ensuing reconfiguration transient. Demonstrating the

ability of the designed architecture to handle complex fault scenarios with a

hitless recovery.
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9.1 Future Works

While the proposed system architecture provides a strong foundation for the

development and deployment of high performance fault-tolerant machine

drives, it still has some room for improvement in the following areas:

1. The current system implementation relies on the direct connection of

analogue input sensing hardware to the main controller, this choice,

while simplifying synchronization of the various phases, presents some

scalability challenges, both in terms of EM noise susceptibility and

cabling complexity. To avoid these issues migration to fully digital

smart sensing modules should be considered, with their direct integra-

tion in the communication network, allowing hundreds of nodes to be

managed by a single controller instance.

2. A two level voltage source based architecture was used for the power-

cells in this thesis, this while striking a good balance between cost,

complexity, on state losses and switching losses, does present some

challenges when coupled with wide bandgap devices, due to the large

voltage time gradients potentially degrading the machine stator insu-

lation system. The development of alternatives based on Multi-level

topologies can help solve this issue, and broaden the applicability of

the developed architecture.

3. The current communication latency is dominated by the transmission

time component, due to the limited available channel bandwidth. This

could become a bottleneck in large networks where a tree topology

is used where one or more routing layers are necessary. To alleviate

these issues, offering the option of a higher bandwidth physical layer,

could help mitigate this issue. This reduced latency channel could

also improve communication latency in smaller systems by up to an
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order of magnitude, bringing overall end-to-end delay in line with the

monolithic architectures.

4. With the present incarnation of the system being targeted at fully air-

gapped deployments, where no connection to untrusted component is

possible, no encryption or authentication solution was integrated in the

developed communication protocol, to avoid adding any unnecessary

latency to the communication. Their addition, as optional features

could broaden applicability of the proposed system to a larger class of

problems.
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Appendix B

femtoCore Assembly Grammar

grammar fs_grammar ;

program : code ;

code

: ( i n s t r u c t i o n | for_block

| pragma | d e c l a r a t i o n )+;

d e c l a r a t i o n

: ( input_decl | va r i ab l e_dec l

| constant_decl | output_decl )

;

i n s t r u c t i o n

: r eg_ins t r | imm_instr | indep_instr

| pseudo_instr | branch_instr

| conv_instr | l oad_inst r ;

r eg_ins t r
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: reg_opcode operand ’ , ’ operand ’ , ’ d e s t i n a t i on ;

imm_instr : imm_opcode d e s t i n a t i on ’ , ’ immediate ;

l oad_inst r

: ’ ldc ’ d e s t i n a t i on ’ , ’ F l o a t i n gPo i n tL i t e r a l ;

branch_instr

: branch_opcode operand ’ , ’ operand ’ , ’ operand ;

conv_instr : conv_opcode operand ’ , ’ operand ;

indep_instr : ’ stop ’ | ’ nop ’ ;

pseudo_instr

: pseudo_opcode

operand ’ , ’ operand ( ’ , ’ operand ) ∗ ;

operand : Reg i s t e r | I d e n t i f i e r ;

d e s t i n a t i on : Reg i s t e r | I d e n t i f i e r ;

immediate :

I n t eg e r | Hexnum | Octalnum | I d e n t i f i e r ;

f l oa t_cons t : F l o a t i n gPo i n tL i t e r a l ;

reg_opcode

: ’ add ’ | ’ sub ’ | ’mul ’ | ’ and ’

| ’ or ’ | ’ satp ’ | ’ satn ’ ;

conv_opcode : ’ i t f ’ | ’ f t i ’ | ’ not ’ ;

imm_opcode : ’ ldr ’ ;

branch_opcode : ’ ble ’ | ’ bgt ’ | ’ beq ’ | ’ bne ’ ;
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pseudo_opcode : ’mov ’ ;

for_block

: ’ f o r ( ’ for_decl ’ ; ’ for_end ’ ;

’ ( f o r_incr | for_dec ) ’ ) ’ ’ { ’ code ’ } ’ ;

f o r_incr : I d e n t i f i e r ( ’++ ’);

for_dec : I d e n t i f i e r ( ’ − − ’);

fo r_dec l : I d e n t i f i e r ’= ’ In t eg e r ;

for_end : I d e n t i f i e r for_end_comp_type In t eg e r ;

for_end_comp_type : ( ’ < ’ | ’> ’ | ’<=’ | ’>= ’);

pragma : ’#pragma ’ I d e n t i f i e r ;

va r i ab l e_dec l : ’ l e t ’ ( Reg i s t e r | I d e n t i f i e r ) ;

constant_decl : ’ const ’ ( Reg i s t e r | I d e n t i f i e r ) ;

input_decl : ’ input ’ ( Reg i s t e r | I d e n t i f i e r ) ;

output_decl : ’ output ’ ( Reg i s t e r | I d e n t i f i e r ) ;

Reg i s t e r : ’ r ’ ( D ig i t +);

I d e n t i f i e r

: Le t t e r ( ’_’ | Le t t e r | D ig i t )∗

;

Hexnum
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: ’0x ’ HexDigit +

;

In t eg e r

: ( D ig i t +)

;

Octalnum

: ( ’ 0 ’ . . ’ 7 ’ ) + ( ’ o ’ | ’O’ )

;

fragment HexDigit

: ( ’ 0 ’ . . ’ 9 ’ | ’ a ’ . . ’ f ’ | ’A’ . . ’F ’ )

;

F l o a t i n gPo i n tL i t e r a l

: ’− ’? ( ’ 0 ’ . . ’ 9 ’ ) + ’ . ’ ( ’ 0 ’ . . ’ 9 ’ ) ∗ Exponent?

| ’ . ’ ( ’ 0 ’ . . ’ 9 ’ ) + Exponent?

| ( ’ 0 ’ . . ’ 9 ’ ) + Exponent

;

fragment Exponent

: ( ’ e ’ | ’E ’ ) ( ’+ ’ | ’ − ’)? ( ’ 0 ’ . . ’ 9 ’ ) +

;

S t r ing

: ’ \ ’ ’ ( ’ \\ ’ . | ~ ( ’ \\ ’ | ’ \ ’ ’ ) ) ∗ ’ \ ’ ’

;
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fragment Let t e r

: ( ’ a ’ . . ’ z ’ | ’A’ . . ’Z ’ )

;

fragment Dig i t

: ’ 0 ’ . . ’ 9 ’

;

Label

: I d e n t i f i e r ( ’ : ’ )

;

WS

: ( ’ ’ | ’\ t ’ | ’\n ’ | ’\ r ’ ) −> sk ip

;

BlockComment

: ’/∗ ’ . ∗ ? ’∗/ ’

;

LineComment

: ’// ’ ~[\ r \n ] ∗

;
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