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Abstract  

Electric machines (EM) are widely considered as the main energy conversion devices among 

industry 4.0 era: they are employed in major industry sectors including but not limited to 

manufacturing, transportation electrification, power generation and industrial machinery. EMs 

consume ~75% of electricity across all areas of industry. EMs fail mainly because of undetected 

overheating. Conventional electronic thermal sensors do not operate reliably inside EMs because 

of strong electromagnetic fields inside that cause interferences with electronic sensors.  

In this work, we investigated fibre-optic sensors (FOS) for thermal monitoring of EMs. Fibre 

Bragg grating (FBG) was evaluated and chosen for the EM thermal monitoring application from 

various principles of FOS techniques. A novel sensor system combining FBG sensor with machine 

learning (ML) algorithms was designed and validated progressively to achieve comprehensive 

thermal monitoring of EMs. The self-constructed lab-version FBG temperature sensor system 

presented 20-200℃ measurement range with maximum 1kHz sensing frequency, 5cm spatial 

resolution, and 3.5±1.5℃ error compared with thermocouple measurement. SVR and MLPR 

machine learning algorithms were proven to be qualified for our EM thermal monitoring task. The 

FBG-ML combined sensor system presented good regression performance for inner EM 

temperature prediction with the values of regression evaluation indices as: Mean absolute error 

(MAE)< 5℃, Root mean squared error (RMSE) <15℃, Coefficient of determination (𝑅𝑅2)>0.9 and 

Explained variance score (EVS)>0.9. Compared to the conventional thermal sensors and 

simulation methods for EMs, our FBG-ML sensor prototype can measure the EM thermal 



 

 

distribution in a more accurate, more robust, more convenient manner, and more sensitive to the 

actual EM working conditions.  

The socio-ethically informed standard was developed and published after the construction of 

sensor prototypes, it made up for the blank of the standard establishment of industrial intelligent 

monitoring systems (IMS). Additionally, three Chinese invention patents were applied based on 

our FBG-ML sensor prototype. The utilization of FBG sensor with ML algorithms can improve 

safety and reliability of electric machines and other power electronic equipment, pre-diagnose 

equipment failure, reduce maintenance cost, prolong lifetime, and optimize control. The research 

in this thesis demonstrated both scientific research significance as well as the practical engineering 

value within Industry 4.0.  
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1 Introduction  

In this chapter, we present a brief state-of-the-art review of the industrial role of electric machines 

(EMs), and discuss the main bottleneck of EM operations – the thermal limits. Given the scientific 

and technical limitations of thermal monitoring methods for EMs, the research gaps were identified 

and the specific research questions for this PhD project were defined. The main topic of this work 

focuses on the design, implementation, and validation of a robust and accurate fibre-optic sensor 

system for comprehensive thermal monitoring of EM.  

1.1 Review of state-of-the-art in the field 

Electric machines (EMs) are widely used in major industry sectors including manufacturing, 

transportation, power generation and industrial machinery [1-3]. Market research reports agree 

that the global market size for EMs is rapidly growing and has exceeded 100 billion USD [4]. The 

electricity usage by EMs makes approximately half of the global electricity consumption and two-

thirds of the total electrical energy consumption by the industry [5, 6]. Each 1% of power efficiency 

improvement of EMs will result in 0.5% of global electricity savings. These potential 

improvements promote the research in EM design, as well as performance and maintenance 

optimization. Basic design requirements for EMs include economical operation, generation of 

sufficient power, and longevity. The principal factors that diminish the life of an EM (Figure 1.1) 

include mechanical (bearing) and electrical (stator windings) failures [7, 8]. Bearings are 

vulnerable to the wear and tear, rotor eccentricity, misalignments, inadequate lubrication, or 

electrical failures, mostly due to the bearing currents and shaft voltages [9]. Stator windings may 
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fail due to thermal stress [10], electrical stress, or damage from external environmental factors [8]. 

Integrated sensor systems enable optimization of operational parameters, prevention of 

overloading, safety alerts while out of operational safe zone, and optimization of maintenance. 

Accurate and reliable sensors for critical EM parameters are needed to provide for EM operation 

and condition monitoring. Additionally, EM optimal design evolution and control algorithm 

optimization can be achieved with reliable EM sensor system.  

 

                 a)                               b)                                         c) 

Figure 1.1. Photos of a stator of EM a) with and b) without copper windings, c) a rotor of EM 
with permanent magnet attached to the rotor surface. 

The size of global electric motor market was estimated to have surpassed 120 billion USD in 2021 

(Figure 1.2). The same study has estimated the annual market growth at 6.70%, with the forecast 

of 210 billion USD by 2030. The development and innovation of electrification and related 

machinery systems are very fast, particularly within the transformation called Industry 4.0 [11]. 

Conventional industrial modules will be integrated by new technologies, for instance, Internet of 

Things (IoT), cloud computing and AI systems. It is a fourth industrial revolution that drives 

efficiency across operations including electric industry [12].   

The ability to monitor operational parameters of EMs and accurately assess their values, including 

temperature, vibration, electrical current, and other relevant indicators offers promises for 
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optimization of performance and longevity of EMs. This will, in turn, enable significant savings 

on the cost of running, replacing, and maintaining EMs. 

 

Figure 1.2. Estimated overall global market of electric motors is expected to double over the 

following 10 years. Based on the study reported by BlueWeave Consulting [13]. 

Accurate and efficient monitoring of electrical machine (EM) operating parameters can indicate 

the specific “health” status of EMs, such operating parameters include temperature, mechanical 

vibration, torque, rotating speed etc. With large-scale automation of industrial processes, 

operational parameter monitoring is growing in importance in the world of electrical drives. The 
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traditional methodology of one sensor per parameter can be theoretically replaced by a single fiber 

optical carrier with multiple sensor sites technology and a single measurement instrument (source, 

interrogator, and optical fibre). Several key advantages for monitoring operational parameters of 

EM can be achieved through the use of fibre-optic sensor systems (FOS), but there is a number of 

challenges that need to be resolved before the technology is ready for deployment [14].  

Among the physical parameters of EMs, both the motors and generators, the most important factor 

for maintaining “healthy” operational status is the thermal limit. The thermal limit categories are 

defined by the insulation classes within EMs (Figure 1.3). Copper windings of EMs are most 

vulnerable to the excessive thermal stress [12, 13]. The ability to reliably monitor the temperature 

of the EM copper windings is essential for improving both the cost of using and the lifespan of the 

EMs.  
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Figure 1.3. International temperature standard & limitations for four insulation classes, originally 

defined by the US National Electrical Manufacturers Association (NEMA) [17].  

Several methods for assessing the winding temperature in electrical equipment have been used. 

They include direct measurement method, guide calculation method, thermal circuit analytical 

method, Finite Element Analysis (FEA) and artificial intelligence (AI) algorithm modelling 

method [18]. The direct measurement method detects the temperature at one or more positions 

within the windings using embedded temperature sensors. Comprehensive thermal data collection 

of EM copper windings is required during the thermal test stage of the EM design. Therefore, a 

large number of discrete sensors, such as thermocouples (TCs) or resistance thermal detectors 

(RTDs), are embedded within the EM windings for thermal monitoring and temperature data 

acquisition [19]. This process increases both the physical and assembling complexities of EM 
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manufacturing and maintenance. The guide calculation method currently uses the temperature 

calculation formula recommended by IEEE C57.91-1995 and the China national standard 

GB/T1094.7-2008. This method uses empirical formulas, and the results obtained are far from the 

experimental measured data [20]. The thermal circuit analytical method, also called lumped 

parameter thermal network (LPTN) is based on the heat transfer and thermoelectric analogy 

theories. According to the heat transfer parameters and operating parameters of EMs, the 

corresponding thermal circuit model is established to study its thermal characteristics [21]. 

However, this method requires multiple points of winding temperatures, and the number and 

positions of the measurement points must be set in advance. Due to the theoretical assumptions of 

the boundary conditions during model construction, the differences between the thermal circuit 

temperatures and actual temperatures are common and errors can be high [22]. The FEA method 

is based on the finite element theory for assessing temperatures in a three-dimensional temperature 

field model of electrical equipment [23]. The internal temperatures of target object can be assessed 

with certain resolution. This method requires accurate and comprehensive knowledge of the 

structure and used materials, and the electromagnetic parameters for the specific EM. The process 

of model building is of high complexity and is time consuming. The AI algorithm modelling uses 

historical data or experimental data collected from monitoring the EM operation to construct a 

model of relationship between various input features and inner winding temperatures [24]. Such 

models produce the predictions of temperature within the winding in multiple positions. 

Commonly used AI methods include types of machine learning algorithms, for instance, logistic 

regression, support vector regression, artificial neural network, random forest regression [16, 17], 

and recursion algorithms like Kalman filtering [27]. The AI learning method has strong fault 
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tolerance and self-adaptive ability, and it is increasingly applied across various engineering 

industries [28].  

Compared to the conventional direct measurement method using thermocouples, Fibre Bragg 

Grating (FBG) sensors provide several advantages  for the thermal monitoring of electric windings 

[19, 20]. Because FBG sensors are fiber-optics based, they have intrinsic properties that make 

them an attractive option for thermal monitoring of EMs. These advantages include immunity to 

electromagnetic interference (EMI), small dimensions (around 125μm diameter of optical fibre) 

and the ability to fit between copper windings without disrupting their alignment [30]. 

Multiplexing techniques developed for FBG sensor systems, such as wavelength division 

multiplexing (WDM) [31], enable concurrent sensing of a large number of discrete points. The 

FBG sensing points can be spaced at millimeter-level among the windings. In practice, the best 

measurement points depend on the size and the nature of the windings and need to be determined 

for each type of the application scenario. The thermal monitoring of EM windings using FBG 

sensor has been proven to be effective and accurate [23-25].  

Instead of using many discrete sensor systems for monitoring individual EM parameters separately, 

an integrated sensing system capable of multi-parameter measurements is a preferred alternative. 

Modern fibre-optic based sensing technology offers multiple advantages for EM’s multi-parameter 

online monitoring [30]: 

• All dielectric 

• Immunity to EMI 

• Compact (small weight and size) 
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• Low-cost 

• Accurate and sensitive measurements  

• High environmental robustness 

1.2 Research gaps & the formulation of research questions 

The industrial thermal monitoring methods currently used for EM have limitations in terms of the 

accuracy, cost and reliability as we discussed. A novel sensor system is required to fill this gap of 

EM thermal blind issue. The new sensor solution should present the capability of comprehensive 

thermal monitoring for EM with high reliability. Fibre optic sensor techniques will be investigated 

as the potential solution in our project due to its robust advantages for EM monitoring application. 

It will be an emerging efficient alternative for EM thermal monitoring in both cost-saving and 

safety improvement within electrification industry. The aim of research and specific research 

questions are presented:  

Aim of research: 

Construct and verify a fibre optic sensor system for comprehensive thermal monitoring of rotating 

electric machines (EM), especially for the most vulnerable component, the EM- copper windings.   

Specific research questions: 

 Is it feasible to use fibre optic sensor for thermal monitoring of real operating EM? If so, 

how to validate this hypothesis?  

 How to achieve comprehensive EM winding thermal monitoring with optimal number of 

thermal sensors? 
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 How to monitor internal winding temperatures without in-situ sensors placed?  

To find the answers to the stated research questions, the first step was to perform a literature review 

of modern fibre-optic sensor techniques for physical parameters monitoring of EM sensors. The 

literature review is presented in Chapter 2.  
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2 Theoretical concepts and literature review  

In this chapter, a detailed literature review of FOS techniques used for multiple physical 

parameters of EM monitoring is presented with the discussion of their advantages and 

disadvantages. The combination of FOS systems and ML algorithms employed for EM monitoring 

is reviewed in this section. The appropriate combination of suitable FOS technique and ML 

algorithms represent be the novel contribution that addresses the research gaps of thermal 

monitoring of EM. The successful combination of FBG-ML is a solution for comprehensive 

thermal monitoring of EM. We briefly discuss the benefits of such combination and present the 

overall study design framework.  The validation of proposed solution is presented in the main body 

of this thesis.  

2.1 Fibre optic sensors (FOS) for EM multi-physical parameters monitoring 

Modern FOS sensing principles (Figure 2.1) have been employed for EM parameter monitoring. 

These involve Fibre Bragg Grating (FBG), distributed FOS, interferometric FOS and reflective 

FOS [35]. In this section, several FOSs, which use different optical sensing principles for multiple 

physical parameter measurements of EMs, are reviewed. This section provides an insight into the 

major contemporary developments, and discusses various engineering challenges of FOS used for 

EM monitoring.  
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Figure 2.1. General schematics for two types of FOS system (intrinsic and extrinsic FOS), 

depending on whether effective sensing is taking place within the optical fibre. 

The main objective of this literature review is a critical evaluation of the state of the art of 

concurrent and continuous monitoring of critical physical parameters during the EM operation 

using Fibre Optic Sensors (FOS). The key monitored parameters include temperature, 

mechanical vibration, rotation speed, torque, and power efficiency.  Conventional monitoring 

solutions require a set of sensor systems for each individual parameter: thermocouples or resistance 

thermal detectors (RTDs) combined with temperature loggers are used for temperature 

measurement of stationary parts (stator and bearing). An electric encoder or resolver is used for 

the EM’s rotating speed measurement. Piezoelectric accelerators are used for EM vibration 

measurement. A combination of multiple conventional sensor systems is characterized by high 

costs, installation complexity, and synchronization issues for real-time multi-parameter 

simultaneous monitoring. 
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In this section, an overview of FOS techniques for monitoring of multiple EM physical parameters, 

as well as a comparison to the conventional electric sensors are presented [36]. A discussion of the 

application potentials and challenges of a centralized FOS sensor system for EM multi-parameter 

real-time monitoring is included as the outlook of this PhD project.  

2.2 Fibre optic sensors: Principles of measurements for EM applications 

Temperature is a critical indicator that affects an EM’s life span and reliability. Thermal stresses 

caused by overheating can degrade the insulation quality of the EM, and thereby reduce its 

longevity. Temperature monitoring of stator, rotor and bearings are critical measurement targets 

for understanding the EM’s operational health and the prevention of overheating [37]. The torque 

and vibration parameters are good indicators of the EM’s mechanical operation status useful for 

detection of problems and prevention of mechanical failures. Mechanical vibration is considered 

as an early indicator of EM malfunction, arising from issues such as an unbalanced or misaligned 

rotor, damaged bearings, or electrical problems on the rotor such as shorted turns in the windings 

or broken bars in the squirrel-cage induction motors [38]. The rotating speed of the EM is 

monitored to ensure that actual operating characteristics match up with the expected speed. Many 

applications of EMs require accurate speed information for the control of load and for system 

feedback. Relative position of the rotor can be calculated once the speed parameter is known. 

Because the cost of energy (i.e. the electricity supplied) dominates (~95%) the EM life cycle cost 

[39], power monitoring of the EM should be measured to ensure that the displacement power 

factor (DPF) is observed [40]. 

2.2.1 Temperature measurement 
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FBG-based sensors 

FBG can be described as a quasi-distributed (i.e. measuring many discrete points within a certain 

distance) sensor system with each effective sensing grating area in cm scale, which can be written 

inside the optic fibre using UV lasers by either a holographic or phase mask method [41], or written 

by femtosecond (fs) lasers [42]. The variation of measurand induces the FBG reflected centre 

wavelength 𝝀𝝀𝑩𝑩 shift where this wavelength shift is intensity-independent, providing the theoretical 

feasibility for FBG use as a physical variable sensor. FBGs have been widely used for the 

monitoring of temperature and strain parameters, which have high sensitivity and show a linear 

response to wavelength shift as shown in Equation 2.1 and 2.2. The quantitative expressions of 

Bragg wavelength 𝝀𝝀𝑩𝑩 and the shift of Bragg wavelength 𝚫𝚫𝝀𝝀𝑩𝑩  in relation to temperature variation 

𝜟𝜟𝜟𝜟 and strain 𝜺𝜺𝑭𝑭𝑭𝑭𝑭𝑭 can be expressed as: 

𝜆𝜆𝐵𝐵 = 2𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒Λ (2.1) 

𝛥𝛥𝜆𝜆𝐵𝐵 = 2𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝛬𝛬 ��1 −
𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒2

2
(𝑝𝑝12 + 𝜇𝜇(𝑝𝑝11 + 𝑝𝑝12))�𝜀𝜀𝐹𝐹𝐹𝐹𝐹𝐹 + (𝛼𝛼𝛿𝛿 + 𝜉𝜉𝛿𝛿)𝛥𝛥𝛥𝛥� (2.2) 

where 𝒏𝒏𝒆𝒆𝒆𝒆𝒆𝒆 is the effective refractive index of the optical fibre, 𝜦𝜦 is the FBG Bragg period, 𝒑𝒑𝟏𝟏𝟏𝟏 

and 𝒑𝒑𝟏𝟏𝟏𝟏 are elastic-optic coefficients of FBG, 𝜺𝜺𝑭𝑭𝑭𝑭𝑭𝑭 is the experienced strain of FBG along the 

fibre axis, 𝝁𝝁 is the Poisson ratio of fibre material, 𝜶𝜶𝜹𝜹 and 𝝃𝝃𝜹𝜹 are thermal expansion and thermo-

optic coefficients of optical fibres, respectively. The thermal response of FBG is in 10 milliseconds 

level (i.e. ~100 Hz) while the mechanical response of strain is several orders of magnitude faster. 

Variations of temperature and strain induce Bragg wavelength’s shifts, as shown in Figure 2.2. 
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Typically, detection sensitivities of the temperature and strain variations for a common silica single 

mode FBG with Bragg wavelength at 1550 nm are around 10pm/℃ and 1.2pm/με, respectively 

[34, 35]. The wavelength shift led by single environmental stimulation (i.e. only temperature 

change or strain variation) are quantified and presented in Equation 2.3 and 2.4. The response 

expressions of wavelength shift 𝚫𝚫𝝀𝝀𝑩𝑩  to temperature variation 𝜟𝜟𝜟𝜟  and strain variation 𝜟𝜟𝜟𝜟  are 

expressed as [45]: 

𝛥𝛥𝜆𝜆𝐵𝐵
𝛥𝛥𝛥𝛥

= 2𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝛬𝛬 �𝛼𝛼𝛿𝛿 +
1

𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒
𝛥𝛥𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒
𝛥𝛥𝛥𝛥

� (2.3) 

𝛥𝛥𝜆𝜆𝐵𝐵
𝛥𝛥𝛥𝛥

= 2𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝛬𝛬�1 −
𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒2

2
(𝑝𝑝12 + 𝜇𝜇(𝑝𝑝11 + 𝑝𝑝12))� (2.4) 
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Figure 2.2. FBG-based sensors reflected- spectral for temperature and strain monitoring 

principle. 
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For practical FBG sensor installation, advanced packaging techniques of FBG sensors are required 

to provide temperature compensation [46] to correct  FBG sensors shifts used for monitoring 

parameters other than temperature. Effective packaging of FBG sensor are material-specific and it 

can increase the detection sensitivities of temperature and strain dramatically [47].  The thermal-

strain cross effects can be partially avoided by packaging [39, 40]. FBG sensors may be used to a 

high-resolution temperature and stress map for EM copper windings for the identifications of 

malfunction localizations related to hotspots and high stress. The light source for FBG sensing 

system can be broadband continuous-wave lasers or tunable lasers. 

Distributed fibre optic temperature sensors (DFOS) 

Distributed FOSs (DFOS) are based on the back-scattering optical signal intensity analysis, which 

apply nonlinear optic scattering principles, including Rayleigh and Raman scattering methods [50]. 

These scattering methods help determine quantitative variations of target measurands and their 

corresponding spatial locations. Scattered lights are generated from the interaction between the 

Si𝑂𝑂2 molecule electrons and the photons of light particles, which are excited by variations of 

surrounding physical measurands (e.g. temperature, force, electric fields). The core signal 

processing technique for DFOS is optical time-domain reflectometry (OTDR) [35], in which weak 

measurand-induced spectral reflections can be localized using a pulsed optical input. 

Assuming the optical fibre is isotropic and placed in a non-disturbance environment, the 

backscattered intensity shall decay exponentially with time due to the fibre intrinsic loss. However, 

the decay rate will increase (i.e. more loss appears) with the introduced of new physical 

perturbation. For instance, Raman backscatter temperature sensing method employs OTDR to 
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monitor the temperature at a specific location. The Raman backscattered light can be divided into 

three spectral components: Rayleigh scattering at origin pulsed laser wavelength, Stokes (lower 

photon energy) with left-shift wavelength and Anti-Stokes (higher photon energy) with right-shift 

wavelength [51].  The optical intensities of both Stokes and Anti-Stokes are temperature-

dependent, whereby the intensity ratio of these two kinds can provide the amplitude of measurand 

temperature. In addition, corresponding spatial locations of these temperature readings can be 

derived from the laser pulse circulating duration [52]. Theoretically, the location of EM hotspots 

can be detected through DFOS systems.   

The inherently distributed nature of DFOS provides for employing this sensing techniques in EM 

parameter monitoring. Physical faults or imperfections of EM performance can be measured 

quantitatively and spatially with the help of DFOS installed along the targeted EM components. 

For industrial applications of DFOS system, two decisive factors are considered to determine the 

spatial resolution of DFOS: input laser pulse duration and sampling rate of data acquisition 

equipment. The narrower the pulse used, the faster sampling rate employed, and the higher the 

spatial resolution obtained [53]. For example, spatial resolution of ~0.1m can be obtained with 1ns 

pulses laser input. Theoretically, DFOS is able to measure the temperature of any position along 

the target component. For high spatial accuracy, an ultra-short pulsed laser (i.e. femtosecond 

pulsed laser) may be employed as input light source, however this increases both the overall cost 

and hardware system and the complexity of the DFOS installation. Similarly, it is expensive to use 

data acquisition devices with high sampling rate, in DFOS system. Considering the cost-

effectiveness tradeoff, the DFOS is more suitable for parameter monitoring of very-large scale 

electric machines, which do not require ultra-short pulsed laser for high spatial precision.  
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2.2.2 Torque measurement 

The best-developed FOS method for torque monitoring in industrial engineering is probably the 

FBG sensor [44, 45]. For EM generated torque monitoring, the rotor of an EM can be considered 

as a solid cylinder with composite materials (i.e. a combination of permanent magnet, silicon steel 

and stainless steel) with a specific tensile elastic modulus. Combining the strain data 𝜺𝜺𝑭𝑭𝑭𝑭𝑭𝑭 obtained 

by the FBG sensor and the tensile elastic modulus of the rotor, the stress on the rotor surface can 

be calculated. While the overall electromagnetic shear force on rotor surface can be expressed as 

the product of stress and total area of rotor surface. Finally, the torque can be derived from total 

shear force and radius of the rotor [56].  

2.2.3 Mechanical vibrations measurement 

The vibration FOS systems can be categorized into contact sensor system or non-contact 

depending on their sensing principles and installation methods. Compared to some types of 

conventional vibration sensors, most FOS accelerometers require no moving parts, providing 

relatively high robustness and a small housing. There are three main types of FOS system for 

contact mechanical vibration measurement: FBG-based FOS and interferometric (Fabry-Perot [57] 

[58], Michelson [59], or Mach-Zehnder [60]) FOS. While interferometric FOS for vibration 

require complex system setup and strict setup alignment. The FBG-based sensors are preferred to 

interferometers for EM vibration monitoring since they require fewer supporting facilities, provide 

higher spatial resolution and use easier demodulation methods and setup. The FBG accelerometer 

converts strain variation experienced by FBG in specific time range to acceleration [61], for EM 

vibration monitoring, multi-axis acceleration measurements [62] with temperature compensation 
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are required [63]. The temperature compensation is accounted for by employing another reference 

FBG with the same temperature sensitivity at same direction to cancel out the wavelength shift led 

by temperature variation. Like the FBG torque sensor mentioned above, strain 𝜺𝜺𝑭𝑭𝑭𝑭𝑭𝑭 measured by 

FBG can be converted to acceleration (in unit of 𝑚𝑚 · 𝑠𝑠−2). A photodiode detector can be used to 

convert the optical signal to an electric signal for temporal information analysis [64].  

The non-contact vibration FOS systems for EM, use reflective FOS based on intensity-modulation 

[55, 56], where the optical fibre plays the role of ‘transmission pipe’ for the light beam. The 

reflective FOS need to cooperate with external reflectors, so that the motion of reflector surface 

modulates optical intensity. The detected and demodulated optical intensity determines the 

vibration measurement. However, reflective FOS is naturally sensitive to the measurement 

uncertainty resulting from dynamic unstable reflected power from vibrating surface. Increasing 

the number of receiving fibres may improve the accuracy of vibration measuring while it 

complicates sensor setup and requires a precise sensor calibration process [67]. 

2.2.4 Rotating speed & position measurement 

Interferometric FOS based on the Sagnac effect [68] are capable of measuring the rotation rate by 

detecting angular frequency. Currently, one of the mature FOS products called fibre optic 

gyroscope (FOG) is built on the Sagnac effect, having longer lifetime and lower cost as compared 

to conventional gyroscopes. There are two optical propagation modes within the Sagnac 

interferometric FOS: clockwise and anticlockwise . The light transmitted through these two modes 

experiences different optical paths due to the rotation of the target object, so the spectral phase 

difference can be detected from the output side by checking either interference pattern or spectral 
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intensities. This phase difference 𝜟𝜟𝜟𝜟 between clockwise and anticlockwise modes is directly 

proportional to the angular frequency of sensing fibre coil 𝜴𝜴, which can be expressed as [59, 60]: 

𝛥𝛥𝛥𝛥 =
8𝜋𝜋𝑀𝑀𝑓𝑓𝐴𝐴𝐴𝐴
𝑐𝑐𝜆𝜆0

(2.5) 

Where 𝑴𝑴𝒇𝒇 is the number of turns of the sensing fibre coil, 𝑨𝑨 is the area of Sagnac fibre loop, 𝜴𝜴 is 

the angular frequency rotation, and 𝝀𝝀𝟎𝟎 is the laser light’s free-space wavelength. One of the great 

advantages of FOG is that this sensor gives no signal for reciprocal stimuli [71]. The environmental 

disturbances such as temperature variation may affect both beams equally and result in no 

contribution to overall measurement result. The superluminescent diode is employed as a light 

source for FOG. Because such diode has a wide spectral bandwidth (tens of nm), high temperature 

stability and high output power is achieved. 

For the FOG used in EM rotating speed & position measurement, one significant challenge is the 

accuracy of the FOG for angular frequency monitoring. The most advanced FOG currently can 

only achieve up to 100° per hour angular velocity accuracy, which is too small for general high-

speed EMs whose rotation speed is about ~10k rpm. The development of FOG, has potential to 

surpass the upper limit speed by several orders of magnitude [72]. 

Another FOS method for rotation speed & position monitoring of the EM is the reflective FOS, 

similar in principle with the reflective vibration sensor. The coded reflector and photodiode are 

combined to generate a periodic electronic signal. By demodulating the frequency response of 

received electronic signal, rotating speed can be determined. Due to the broad bandwidth provided 

from laser source, reflective FOS can cover sensing frequency range of EM high-speed rotating. 
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Some researchers have made progress on using FBG strain sensor to measure the EM rotating 

speed [73], with derived equation which indicates that the FBG experienced strain is proportional 

to the square of rotating speed [74]. However, the performances of the FOS rotating speed sensors 

are still limited for high-speed EMs measurements. 

FBG-based strain sensing principles are widely used for many targeted mechanical EM parameters 

discussed above: torque, vibrations and rotating speed. However, these sensors need temperature 

compensation setup to remove the wavelength shift caused by thermal effects. 

2.2.5 Power efficiency calculation 

To calculate the power efficiency 𝜼𝜼 of EMs, the actual mechanical output power 𝑷𝑷𝒐𝒐𝒐𝒐𝒐𝒐 of EM is 

required. 𝑷𝑷𝒐𝒐𝒐𝒐𝒐𝒐 of EM is related to the EM rotating speed 𝒓𝒓 and torque 𝑻𝑻, Torque of EM in SI units 

can be calculated in a simplified expression as: 

𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑇𝑇 ×
2𝜋𝜋 × 𝑟𝑟

60
=
𝑇𝑇 × 𝑟𝑟
9.549

(2.6) 

where 𝑻𝑻 is the torque in Nm, 𝒓𝒓 the rotating rate in rounds per minute (rpm) and 𝑷𝑷𝒐𝒐𝒐𝒐𝒐𝒐 in watts. 

Using the torque sensor and rotating speed sensor based on the fibre-optic methods, the output 

power as well as the power efficiency 𝜼𝜼 can be calculated: 

𝜂𝜂 =  
𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
𝑃𝑃𝑖𝑖𝑖𝑖

∗ 100% (2.7) 

where 𝑷𝑷𝒊𝒊𝒊𝒊  the input electrical power can be measured by applying Hall-effect voltage and current 

sensor chips on the electronic control and drive systems of EM [75], or calculated by some other 
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sensorless control methods [76]. Alternatively, polarimetric FOS can monitor the current flow 

within the EM winding coils by surveying the nearby magnetic field [67, 68]. The operation 

principle is that the polarization of the light signal is proportional to the surrounding magnetic field, 

which is defined as the Faraday Effect. Theoretically, both mechanical and electrical powers of 

EM can be measured by FOS systems, therefore, the power efficiency of EMs can be evaluated 

without conventional electronic sensors.  

2.2.6 Techniques for multi-parameter sensor network 

In addition to multiple EM parameters sensor networks based on FOS measurement principles, the 

FOS multiplexing technique is another critical technique for the implementation of a practical 

sensor network, different from other mechanisms applied for quasi-distributed FOS and distributed 

FOS network construction [53]. 

For the quasi-distributed FOS (i.e. FBG array), the multiplexing method is the most significant 

and attractive feature to achieve large-scale sensor network implementation, considering the low-

cost by sharing multiple channels over only one set of expensive supportive sensing components 

(e.g. laser light source, demodulator). There are three most commonly used types of multiplexing 

methods with variety of novel approaches reported for the FOS systems: time division 

multiplexing (TDM), frequency division multiplexing (FDM) and wavelength division 

multiplexing (WDM) [79]. They are commonly utilized for quasi-distributed (i.e. ‘point’) FOS 

especially FBGs or interferometric FOS systems. The first two methods (TDM and FDM) for FOS 

are similar to the conventional electronic methods, while WDM is specific for the FOS based on 

optical signal transmission. FDM can provide best sensing performance by applying more optical 
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components in terms of optical fibres, lasers and parallel demodulators, but this is not preferred in 

terms of a cost-efficiency tradeoff. TDM is realized using serial interrogation, thus only one 

demodulator is required. WDM can be used in combination with TDM to expand the sensing 

channel resolution, achieve long-range sensing and improve cost-effectiveness [80]. The choice of 

multiplexing scheme is circumstance specific, and it depends on the trade-offs between the sensing 

performance and the cost. For embedded EM parameter monitoring applications, the dominant 

cost is that of electro-optic components rather than the cost of optical fibres, considering limited 

optical fibre length required within a proper-sized EM for parameter monitoring. Therefore, the 

highest sensing resolution per laser light source is the criterion for selection of multiplexing 

scheme. Such a multiple channel setup proves the possibility for EM multiple parameter sensing 

by employing different demodulation mechanisms for monitoring of various EM parameters. 

In addition to multiplexing methods, there are several optical ranging techniques required applied 

for conducting the locating function of the FOS system. Apart from the OTDR technique for 

distributed temperature sensor applications, other optical ranging techniques for distributed FOS 

include Optical Frequency-Domain Reflectometry (OFDR) [71, 72], Coherent OTDR [83] and 

Polarization-optical time-domain reflectometry [84]. The selection of optical ranging techniques 

depends on the targeted EM parameters and their sensing specifications (e.g. sensitivity, dynamic 

range, spatial resolution). The demodulation unit of distributed FOS is more complex and more 

expensive than that of the quasi-distributed FOS, while the spatial resolution of distributed FOS is 

lower. Therefore, the FBG array is the most popular FOS principle for EM multi-parameter 

monitoring with the benefits of high spatial resolution, cost-effectiveness tradeoff, and 

multiparameter sensing capability of FBG.  
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By employing a combination of various FOS working principles with corresponding networking 

techniques, it is possible to set up an integrated all-fibre optic sensing system for the EM multiple 

physical parameters monitoring. Such integrated multi-parameter FOS system may overcome the 

limitations of conventional sensors used for EM parameter monitoring, which are discussed in next 

section.  

2.3 Conventional sensors for EM parameter monitoring 

For physical EM parameters (such as temperature, speed and position, vibration and output power) 

there are two main methods for EM parameter monitoring: sensor-involved and sensorless. Most 

sensorless technologies employ the EM internal analogue or digital signal analysis combined with 

the EM control algorithms. For instance, motor current harmonics can be used to evaluate the EM 

internal temperature [85] and vibrations [86]. However, the sensing accuracy and applicable 

situations for sensorless methods are relatively limited compared to the sensor-involved ones, 

characterized by simplified model construction, multiple boundary condition assumptions and 

parameter uncertainty of sensorless methods would lead to errors or inaccuracy of target EM 

parameters. In this thesis the focus is on sensor-involved technologies rather than on sensorless 

calculations and estimation techniques. 
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Table 2.1. Targeted EM parameters and corresponding conventional monitoring methods and 

sensors. 

EM 
parameter 

Temporal sensor 
system 

Principles of Operation Limitations 

Copper 
winding 
temperature 

Thermocouples 
[87] 

 

RTDs[88] (i.e. 
thermistor) 

 

Infrared 
thermography[89] 

Thermocouple: 

thermoelectric transducer 
effects (i.e. Seebeck effect 
and pyroelectric effect) 

RTDs:  

positive or negative 
temperature coefficient of 
electric resistance   

Infrared thermography: 

Infrared radiation combined 
with thermal detection or 
photonic detection  

  

For TCs and RTDs: 

1. Risk of overlooking local 
hot-spots 

2. Sensor number limited by 
satisfied copper space factor 
and electric-magnetic field 
balance 

3. Prone to EMI  

For IR thermography:  

IR thermography cannot be 
installed inside windings for 
precise hot-spot localization 
and temperature 
measurement 

Rotor 
temperature 

Static temperature 
measurement 
method 

 

Infrared 
thermography [89] 

 

Slip-ring signal 
transmission for 
contact temperature 
sensors 

thermoelectric transducer 
effects (i.e. Seebeck effect 
and pyroelectric effect) 

1. Lack of methods to 
achieve online & direct 
temperature monitoring of 
EM rotor 

2. Complex installation and 
less robust  

3. Prone to EMI 

Vibration Electric 
Accelerators[90] 

Capacitive sensing or 

Piezoelectric effect 

1. Complex installation 
(require high-standard pre-
alignment) 
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Eddy current sensor 
[91] 

 

Electromechanical 
based strain gauges 
[92] 

2. Sensitive to ambient 
temperature  

3. Susceptible to EMI[93] 

Torque Strain gages [94] 
combined with 
1.Slip ring array 
(contact) 

or 2. Rotary 
transformer or RF 
telemetry (non-
contact) 

Bonded strain gage 
technology 

1. Short lifetime 

2. Costly 

3. low signal-noise ratio 

4. Complex installation 

Rotational 
speed and 
position 

Electric Encoder 
[95] 

or  

Resolver [96] 

Electro-mechanical device 
converts angular motion to 
analogue/digital signal 

1. Frequently regular 
hardware maintenance or 
replacement 

2. Costly 

Power 
efficiency 

Ammeter+ 
voltmeter  

or 

Wattmeter [97] 

Electric-magnetic field 
interaction effect 

 

Hall effect for current 
sensing 

1. Complex (two types of 
transducers for just one 
parameter) 

2. Affected by EMI 

3. Compensation is 
mandatory for low power 
factor operation 

4. Space occupation within 
EM control drive board 

 

Table 2.1 lists commonly employed sensing systems for some of the primary EM parameters. In 

addition to the identified limitations, one significant challenge for the temporal separated EM 

monitoring sensor systems is that it is hard to construct one multi-parameter integrating sensing 
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system for EM physical parameter online monitoring due to the differences of sensing methods 

and supplementary components of sensors for each individual parameter. The presence of 

numerous sensors leads to the problems of installation complexity and high cost of the testing 

system. 

To address these limitations, fibre-optic sensing technologies can be applied to exploit their 

obvious advantages. Only one type of sensor carrier (optical fibres) with small physical size (D<1 

mm) regardless of the option of specific fibre-optic sensing principle, providing for the flexibility 

of sensor installation within EMs with insignificant modification on the original EM component 

spatial scheme. Secondly, good response to many physical variables can be achieved including 

thermal, mechanical and electrical quantities, providing the theoretical basis for fibre-optic based 

multi-parameter sensing system for EMs. Thirdly, high sensitivity and resolution are available for 

determining targeted sensing parameters by utilizing multiplexing techniques by in-situ fibre-optic 

sensor networks [79]. Lastly, sensing information is transmitted via optical signal that is immune 

to the complex EMI inside EMs. The research and development related to individual target 

parameters monitoring using FOS system, is discussed in the next section. 

2.4 Modern FOS cases for EM parameters monitoring  

2.4.1 Temperature monitoring 

Thermal analysis and management of EMs are critical for machine performance and reliability 

guarantee. During the EM operation, undesired heat is generated from different types of heat 

sources (copper loss, iron loss, magnetic loss, etc.), and dealt with by designed heat paths and heat 

removal sinks [18]. However, overheating problem within the EM may still occur due to EM 
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operation failure or an inefficient cooling system. These thermal issues may lead to faster 

insulation degradation (EM life expectancy half reduction for 10℃ excessive of insulation class 

[98]), EM components failures such irreversible damage to EM and eventually whole EM 

breakdown. Therefore, overall online and continuous temperature measurement of the EM with 

high spatial resolution is necessary for EM health monitoring, the thermal data collected by sensors 

can also be used for EM thermal mapping construction and further EM thermal management 

design optimization [99].  

Literature research on failed subassemblies of rotating electrical machines indicated that bearings, 

windings and rotors are the most vulnerable EM components to thermal problems [37]. The 

temperature distribution of bearings can be easily monitored through conventional electric sensors 

such as thermocouples since bearing is a motionless and external EM component, which is 

convenient for thermocouple installation.  

The tricky parts for EM hardware temperature online monitoring are windings and rotors. Copper 

windings with multiple turns would carry electric current with current density about 5 A/𝑚𝑚𝑚𝑚2, 

coiled within stator or rotor [100]. Such deep-buried windings usually suffer from the ‘hot-spots’ 

issues, which are hard to detect, and localized since thermocouple installation is limited as we have 

discussed. The unattended hot-spots may result in higher resistance and hence higher copper loss 

of windings, such vicious thermal cycles would increase the winding failure rate dramatically. 

Additionally, winding failure may lead to current/voltage unbalance and further undesired 

vibrations. In terms of rotor, it is an internal fast rotating component, which represents lack of 

accessibility for sensor implementation for online monitoring. Excepting the rotor winding hot-

spot problem, rotors of different types of EMs would face various thermal problems: for 



28 | P a g e  

 

permanent-magnet synchronous motor (PMSM), its rotor is covered by permanent magnets (e.g. 

NdFeB, SmCo) without windings, such rare-earth magnets are highly sensitive to the temperature 

[101]. Local overheating concentration on the magnet will lead to irreversible demagnetization 

and hence torque generation reduction [102]. Additionally, rotor of high-speed EM will suffer the 

air fraction loss [103], which is a significant mechanical heat source for rotor temperature rise. The 

thermal problems of EM may also lead to material deformation and unbalanced placement of EM 

components, thus further lead to mechanical vibrations, acoustic noises and other mechanical 

problems.  

FOS systems provide feasibility for online temperature monitoring of various EM components and 

subassemblies, considering characteristics of optical fibres including compact, dielectric and 

immunity to EMI. EM windings with FBG array embedded for temperature monitoring was 

developed [104]: by installing in-situ FBG array within different positions of windings, the hot-

spots were successfully detected and located. Type-K thermocouples were embedded at FBGs 

corresponding positions for temperature measurement validation. The non-uniform thermal 

distribution (30 ℃ temperature difference for different positions) of copper windings was proved 

by FBG temperature sensors. FBG temperature sensor prototype with high spatial resolution and 

wound localization function of faulted windings [105], thermal ageing model of EM insulation 

life-time monitoring and prediction [106] were built based on the FBG array temperature sensors. 

Furthermore, a design concept and a prototype of a polyimide-coated Fibre Bragg Grating (FBG) 

array thermal sensor system was presented to perform a comprehensive 2-D real-time radial and 

axial thermal profiling and mapping of short duty cycle electric machine windings. Such systems, 

based on tunable laser technology, successfully demonstrated the advantages for FBG thermal 
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mapping of copper windings: broad temperature detection range (20 – 200 °C), adequate spatial 

resolution (6 cm) and fast wavelength sweeping frequency (up to 1 kHz) [107]. Simultaneous 

thermal maps can be used for real-time monitoring of the distribution and spatial localization of 

thermal hot spots within the EM copper windings.   

Except pure optical FBG sensing technology, electric-optic hybrid sensing methods were 

employed for EM temperature monitoring: draw tower gratings (DTGs) combining with 

piezoelectric ceramic transducer was built for EM component temperature monitoring [108]. The 

thermal constant of the EM can be inferred by continuous winding temperature monitoring and the 

thermal data can be used for artificial intelligence algorithm training for EM control. In terms of 

EM rotor, compact FBG temperature sensors were attached on rotor, and with help of a 

multichannel optical rotating joint for signal transmission [109]. FBG strain simulation was 

designed since the FBG on the operating rotor was exposed to both thermal and mechanical effects 

[110]. The simulation results will cancel the thermal-strain cross effect of FBG and guarantee the 

accuracy of FBG temperature readings.  

In addition to the EM subassemblies temperature monitoring, the FBG temperature sensors with 

fast response and adequate sensitivity were also employed for EM thermal analysis and to predict 

model construction. FBG array was applied for determining the relationship between mechanical 

/ thermal losses and stator temperature increase of EM [111]. Copper/iron loss caused by an 

unbalanced voltage supply was proven to be the dominant factor for stator temperature increase 

rather than mechanical loss. With the base of temperature data collected by FBG array, a thermal 

and electrical simulation model of induction motor using the losses as input parameter was 

established [112].  
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Table 2.2. FOS cases used for EM thermal monitoring, including specific EM thermal parameters, 

FOS sensing principles and achieved metrological properties.  

AUTHOR EM 
PARAMETER 

APPLIED 
FOS 
PRINCIPLE 

METROLOGICAL PROPERTIES 

Mohamme
d and 
Djurović, 
2018[104] 

Stator winding 
temperature 

FBG From 20 to110 ℃ 

Sensitivity: 10pm/℃ 

Temperature resolution: ±5℃ 
De Morais 
Sousa et al., 
2012[111] 

Stator 
temperature 

FBG Up to 200 ℃ 

Temperature resolution: ±1℃ 

Sensitivity: 12pm/℃ 

Temporal resolution: 300 ms 
Haramoni 
et al., 
2008[108] 

Stator 
temperature 

DTG+FBG 

+ Tunable 
laser source 

Sensitivity: 9.7 pm/℃ 

Temperature resolution: ±1℃ 

 
Duncan, 
Childers 
and 
Rajendran, 
2004[113] 

Stator + stator 
winding 
temperature 

DFOS 
(weakly-
reflecting 
FBG + 
OFDR) 

Able to measure temperatures up to 200℃  
Temperature resolution: ±1 ℃ 

Spatial resolution: 1 cm 

Sensitivity: 12pm/℃ 
Rajendran 
et al., 
2004[114] 

Windings + 
end-windings 
temperature 

DFOS 
(FBG+OFDR
) 

Able to measure temperatures up to 200℃  
Temperature resolution: ±1 ℃ 

Spatial resolution: 1 cm 

Sensitivity: 12pm/℃ 
Hudon et 
al., 
2016[115] 

Rotor field 
winding 
temperature 

FBG up to 129℃ 

Sensitivity: 10pm/℃ 
Boiarski et 
al., 
1995[116] 

Switchgear, 
stator winding 
and rotor shaft 
temperature 

DFOS 

(OTDR + 
Rayleigh) 

Up to 150 ℃ 

Temperature resolution: ±5℃ 
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Spatial resolution: 10 cm 

Sensitivity: 12pm/℃ 
Mohamme
d et al., 
2016[117] 

Random wound 
components 
temperature 

FBG Up to 200 ℃ 

Temperature resolution: ±5℃ 

Spatial resolution: 10 cm 

Sensitivity: 11pm/℃ 
Zheng 
Ping, Pan 
Shiyong 
and Li 
Yong, 
2005[118] 

Rotor surface 
temperature 

GaAs 
absorption 
spectral 
analysis 

Non-contact 

Up to 200 ℃ 

 

Dreyer et 
al., 
2018[119] 

Stator core, slot 
and windings 
temperature 

Multiplexed 

FBG 

Able to measure temperature above 60 ℃  
Temperature resolution: ±1.5 ℃ 

Spatial resolution: 10 cm 

Sensitivity: 10pm/℃ 
Wang et al., 
2011[120] 

Stator bars 
temperature 

FBG From 20 to 110 ℃ 

Sensitivity: 10pm/℃ 
K. Sousa et 
al., 
2014[121] 

Exciter bridge 
drive circuit 
temperature   

FBG  Sensitivity: 10pm/℃ 

 

Other studies about using several types of FOS principles for EM thermal monitoring applications 

are listed in Table 2.2.  

2.4.2 Vibration monitoring 

Mechanical vibration analysis and diagnostics is another vital theme for EM performance 

monitoring. Like the heating of EM, vibration always exits during EM operation and the limits of 

normal vibration limit proportional to rotating speed [122] are defined in both IEC and NEMA 
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standards [114, 115]. Excessive vibration may be caused by faults from imbalance in several 

aspects: electro-magnetic (voltage/current unbalance, harmonics), mechanical (misalignment, 

component distortion and loose, overload) and other complicated hybrid reasons [125]. 

Additionally, the interplay between thermal problems and destructive vibrations always results in 

catastrophic strike on the reliability of EMs: the overheating of EM components may lead to 

insulation degradation and current imbalance, then eventually excessive vibration of the EM 

appears, vice-versa.  

Vibrations above limit would lead to malfunctions of EMs, including the wear and failure of EM 

components, insulation degradation and undesired acoustic noise. The energy efficiency is also 

decayed by vibrations. The vulnerable EM components to vibrations are similar with those of 

thermal issues: bearing, winding, stator and rotor. Vibration diagnostic frequency spectral 

characteristics with the possible corresponding EM faults was summarized [126]. Generally, 

vibration sensors are required to collect the vibration signal spectral characteristics for fault 

diagnostics. Conventional electric accelerators or strain gauges have some obstacles restricting 

their reliability for EM vibration monitoring: prone to EMI, sensitive to ambient temperature, only 

aiming at bulky vibrating objects (low spatial resolution), and limited access for narrow space 

sensing [127]. These drawbacks of conventional vibration sensors set the challenge for precise 

vibration source localization and further vibration isolation.  

FOS is a cost-effective method, which can measure the vibration signals thoroughly with high 

accuracy, since the FOS has advantages of compact and EMI immunity. Therefore, many different 

FOS principles were employed for EM vibration monitoring as discussed in previous section. 

Considering the contact vibration FOS, an in-line fibre etalon with FPI scheme (ILFE) [119, 120] 
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was proposed for voltage unbalance and harmonics detection of induction motor, FBG sensor 

system [119] as well as active FPI fibre optic sensor system were developed [130] to carry out 

simultaneous temperature & vibration monitoring of EM. There are other principles for EM 

vibration monitoring as well: reflective displacement FOS [131], extrinsic vibration FOS [123,  

124], distributed vibration sensor [83], since mechanical vibrations can be presented by different 

types of physical quantities (e.g. acceleration, displacement and velocity).  

Many novel FOS vibration sensors are designed and utilized for different components of EMs: 

stator vibration monitoring [125, 126], rotating shaft [136], magnetic core [137], winding overhang 

[138] and end windings [139]. Even a mature fibre optic accelerometer product is presented for 

market, for instance, by VibroSystm Inc [140]. The online monitoring of vibrations benefits the 

EM reliability: voltage imbalance and harmonics can be detected in a timely manner to prevent 

fatal faults in high-power machines [128]. The vibration data collected by FOS can also help to 

promote the EM feedback control system optimization [86]. 

2.4.3 Other EM parameters monitoring  

Torque generated by a rotating shaft is the key parameter to evaluate performance as well as 

efficiency of EMs. Usually, the torque performance evaluation of an EM is completed during its 

prototype testing stages, the conventional torque transducers provide no simultaneous torque 

monitoring of an EM during its operation. FBG contact sensor is the critical and widely-employed 

FOS principle used for EM rotor torque monitoring [141], considering its uncomplicated and 

compact sensor setup: a pair of FBGs are attached on the surface of rotor shaft, each at a 45 degree 

angle relative to the shaft axis, to form the twist sensitive region for torque measurement. The 
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optical signal can be transmitted from internal rotor shaft to the outside optic demodulation module 

by single-mode fibre [141], rotary optical coupler [142] or coupling C-lenses [55] to minimize the 

optical signal attenuation led by rotation. Other FOS mechanisms except FBG are applied for 

mechanical torque monitoring, including sensors based on modulation of birefringence, electric-

field or light polarization states, and stress refractive index [54]. However, these FOS systems with 

other supportive optical hardware required are not suitable for EM torque monitoring due to the 

space limit within EM. 

Rotating speed is one of the EM parameters that are preferred to be monitored and controlled 

continuously during EM operation. Since the rotating speed of an EM is the most direct parameter 

to describe the performance of EM applications: such as the ground speed of aircraft or vehicle, 

the working conditions of wind turbine generators [143]. Like the reasons for other mechanical 

EM parameters, the FBG-based FOS is the most popular technique for EM rotating speed 

measurement: the core mechanism is converts the strain variation to rotation speed. Such rotating 

speed FOS systems require some support structures except optical fibre itself for speed monitoring, 

for instance, rotational disc with a metal rod [73], optical fibre collimators for better optical 

coupling [74]. Additionally, other principles including ring interferometric FOS with Rayleigh 

backscattering [144], reflective FOS with codewheel (i.e. fibre optic encoder) [145] and Sagnac 

interferometric FOS [146] are developed. All these fibre optic rotation sensing techniques suffer 

the problem of the ceiling of  detectable rotating speed: The FBG and reflective FOS can detect 

the rotating speed no more than 5000 rpm [63, 64] while the advanced Sagnac FOS can only 

recognize maximum rotating speed about 100 °/ hour. None of them achieves the detection 

standard for high-speed (above 10000 rpm) EM speed monitoring so far. The future of FOS 



35 | P a g e  

 

rotating speed monitoring may be still depending on the development of FOS encoders or other 

developing sensing principles. 

Other EM practical issues and parameters are monitored by employing FOS systems as well, 

including the EM’s electric [138, 139] or magnetic fields [140, 141] (i.e. current, flux, and power), 

partial discharge detection [142, 143] and dynamic eccentricity monitoring [153]. For the electric 

field and magnetic field monitoring, FOS systems stand out due to their intrinsic advantage of EMI 

immunity, additionally, the real-time monitoring of EM power efficiency can be realized with help 

of electric field FOS, by using the method shown in Equation (2.6) and (2.7). The magnetic field 

of the EM also is one of the indicators of its health condition: FBG strain sensor with magnetic-

sensitive material coated was employed within EM for demagnetization monitoring of rotor 

permanent-magnet [154]. In terms of partial discharge (PD) detection, it can be used to monitor 

and predict the insulation degradation in the EM. For dynamic eccentricity monitoring, it can be 

used to check the assembly and alignment conditions among EM components and prevent 

undesired mechanical vibrations.  

To sum up, optical fiber-based sensor technology offers the possibility of developing a variety of 

physical sensors for a wide range of physical parameters. In addition, the real-time monitoring 

feature of FOS allows an entire EM system to complete troubleshooting. The development and 

construction of modern FOS integrated systems are of great significance for further structural 

health management for EMs and their applications [155]. A FOS system with low-physical profile 

and high EMI can rapidly detect and collect sufficient internal structural data of various EM 

parameters, which is not possible to be achieved by conventional sensors. These data would help 

for EM predictable aging model construction as well as the EM control algorithms optimization, 
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which are both useful tools for ‘foreseen maintenance’ to predict and reduce the electric machinery 

faults degree [156].  

2.5 Challenges of using FOS for EM monitoring 

There are still several implementation challenges for optimization of integrated FOS systems for 

EM monitoring. The first and significant one is that of time-scales: target parameters are measured 

in different time scales with various amplitudes. Therefore, the required demodulation rate of 

integrated FOS system is hard to be defined and achieved. Table 2.3 below indicates general 

specification range of the target EM physical parameters. 

Table 2.3. General EM reliability physical parameters & their specification range [113, 114][157].  

Parameter 

 

 

Specs 

Insulation 
class 
temperature 
range 

Mechanical 
vibrations 

Torque Rotating speed & 
Position 

Coverage 
amplitude 
range 

25~200 ℃ 0~1 mm (by 
displacement) 

upper limit:39.2 
𝑚𝑚𝑚𝑚/𝑠𝑠2 (by 
acceleration)  

0~500 N·m 
(continuously 
increasing 
with power 
supply) 

3000~20000 rpm 

(314~2094 rad/s ) 

Accuracy ±5 ℃ ± 5 % for instant 
corresponding value 

± 5 % for 
instant 
correspondin
g value 

± 5 % for instant 
corresponding value 

Sensitivity ±5 % ±5 % ±5 % ±5 % 
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Spatial 
resolution 

10 cm Flexible 

(For conventional 
piezo electronic 
sensor, 2 sets (x, y, z 
axis for each set) on 
both ends of shaft 
bearing,  minimum 6  
sensors in total) 

/ / 

Frequency 
domain 

1-10 Hz 50~500 Hz 1-10 Hz 50~300 Hz (derived 
from the rotation 
speed range above) 

Related 
subassemblies 
of EM 

Stator 
(mainly 
stator 
windings) 

Rotor 

Bearing 

Stator core & 
windings 

Rotor 

Shaft 

Bearing 

Rotor shaft Rotor shaft 

 

Table 2.3 above indicates that the frequency domain for each target parameter is quite different, 

which represents that the optical signals (or the converted electronic signals) would require various 

bandwidths of demodulation module to finish the sensing task. It may be very difficult to achieve 

multiple parameter sensing with only single optical fibre path through one demodulation channel. 

Several optical fibres are needed to be responsible for multiple EM parameter sensing. Ideally, 

different kinds of FOS principles (e.g. FBG, interferometric, distributed, reflective FOS) can be 

integrated together within such FOS system so that each FOS mechanism can focus on the 

corresponding target parameter monitoring. However, the hardware (e.g. light source, 

demodulation scheme) for each type of FOS principle differ dramatically, for instance, the FBG 

sensor requires a broadband or tunable laser source while DFOS needs pulsed laser as light source. 

Therefore, even with a wide range of FOS principles used for EM monitoring, one most 
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appropriate FOS principle with wide sensing parameter applicability should be chosen to construct 

our proposed highly integrated FOS sensor system for EM monitoring in this project.  

Most EM parameters were measured simultaneously using FBG sensors installed on an EM in the 

test bench [29] as mentioned in previous section. The measured parameters included mechanical 

vibration, rotor speed, torque, and direction of rotation, temperature distribution along the stator 

windings and on the rotor surface. A FBG-based sensor may be considered as the most suitable 

mechanism for EM multi-parameter monitoring: sensitive to both temperature and strain, quasi-

distributed sensing, customizable sensor layout design, compact and simple sensor setup, and fast 

optic spectral response. However, the cross-effect of FBG temperature and strain sensitivity will 

be the top issues which need to be solved for our proposed FBG sensor system. Generally, the 

FBG cross-sensitivity can be divided theoretically by setting an additional reference FBG sensor: 

by matrix calculation, the contribution of each sensitivity (temperature and strain sensitivities of 

FBG1 and FBG2) to the overall sensor wavelength shift can be identified, and therefore the 

variation of temperature and strain can be determined separately [158]. Another issue is the FOS 

performance limitation due to immature sensor technologies: including the measuring span and 

the accuracy. For instance, the monitoring of a high-speed rotating part is always a challenge for 

both mounting strength and frequency resolution of FOS: currently no FOS systems can achieve 

reliable rotating speed monitoring over 10k rpm.  

The second systematic challenge is the implementation positions and packaging issues of FOS. 

As discussed in the previous section, many FOS systems are contact sensors and attached with 

pastes or glue on the EM component’s surface, which is quite hard to remove and manufactured 

in a portable system for monitoring other EMs. Additionally, the free space inside EM is quite 



39 | P a g e  

 

limited (e.g. air-gap about 1mm), combing the internal structure deformation caused by EM 

operation, the implementation method of FOS for EM should be considered in advance to ensure 

the proper operation of FOS. In addition, the sensing carrier of intrinsic FOS system is optical 

fibre, which presents fragility issues where strong mechanical stresses or bending are applied. The 

external package will be required for optical fibres when they are installed within EM components, 

for instance, a Teflon tube was employed for FBG thermal sensor to investigate the thermal field 

within EM copper windings [159]. In addition, extensive experimental data and prediction 

modelling results of various EM parameters are required to determine the optimal positions of 

FOSs installed on or within EMs.  

Another problem is the integration of whole FOS system. The tunable laser or demodulation 

modules used in the lab are of relatively large size and weight. Since the spectral analysis 

techniques are mostly accepted in industrial FOS systems, the high-cost of the spectral interrogator 

will limit the promotion of FOS used for EM monitoring. Fortunately, it still depends on the 

application scenarios of EMs: for instance, in terms of the EMs for aerospace an aviation 

applications, safety and reliability will be the first consideration rather than cost. The research in 

the future would focus on highly integrated [160] and low cost optical devices (e.g. butterfly 

tunable laser module) for portable FOS multi-parameter sensing system construction with 

flexibility. 

To sum up, FBG-based fibre optic sensors will be considered as the most suitable techniques for 

EM monitoring regarding its characteristics mentioned above. Nevertheless, there are still some 

practical engineering issues for FBG sensors implemented within EMs in terms of sensor 

implementation, maintenance, and integration.  
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2.6 Machine learning (ML) algorithms used for EM monitoring 

Multiple types of sensors used for different EM physical parameter monitoring (temperature, 

vibration, rotating speed, torque etc.) were reviewed and discussed in previous section, including 

both conventional electric or mechanical sensors and advanced fibre optic sensor systems. The 

comparison between conventional and FOS methods were made, which reveals the advantages of 

a FOS system used for EM monitoring. 

However, there are still several obstacles regarding the construction of an integrated FOS system 

for online EM parameters monitoring, as we discussed at the end of the last section. We need to 

find a solution for these sensor implementation, integration and maintenance issues. Additionally, 

the optimization of sensor layout design should be considered. We still need to solve the following 

questions for instance: How to use optimal number of sensors to for comprehensive monitoring of 

EMs?  How to achieve ex-situ thermal sensing of EMs?   

Machine learning combined with FBG sensors will beis a method worth trying. In recent years, 

machine learning algorithms [24] have been widely employed for sequential forecasting, fault 

prognostics and condition monitoring of electric machines [153, 154]  and relative industrial 

applications [155, 156]. In our project, ML algorithms may help sensor users to avoid some 

intrinsic defects of FBG sensors: the relation of target EM parameters and FBG spectral data can 

be trained and matched automatically by ML models, unlike the conventional FBG sensing data 

demodulation method, the cross-effect of FBG sensor may be cancelled and fixed by ML 

algorithms based on large-scale and well-organized training datasets. The details of sensor 

prototypes construction and validation will be presented in the following chapters of this thesis. 
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Therefore, after the literature review of FOS techniques and ML algorithms, we will propose a 

solution to answer the research questions mentioned in Chapter 1:  

Potential Solution of the research questions: 

Combining multi-sensor system (FBG sensor as the core sensing technique) of EM with machine 

learning models to achieve accurate and comprehensive thermal monitoring of EMs. The sensor 

prototypes of proposed solution must be constructed and validated progressively.  

2.7 Conceptual framework of research  

To complete the proposed novel FBG-ML monitoring system, a conceptual framework of this PhD 

project needs to be presented in advance (Figure 2.3): the main objective is monitoring the thermal 

distribution of EM, therefore our thermal sensor prototypes should be constructed and validated 

step by step as follows:  

• FBG sensor thermal EXPs: Proof-of-concept  

• FBG sensor thermal EXPs on copper windings 

• FBG sensor thermal EXPs on motorette 

• FBG sensor thermal EXPs on operating EM 

 

A novel modern FBG sensor system design and implementation should be completed  through 

along this PhD project for EM thermal monitoring. At the beginning stage, a simplified FBG 

temperature sensor prototype required to be constructed and tested to explore and demonstrate the 

feasibility of our proposed new concept: using FBG sensors for thermal monitoring of electric 
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machines. For the proof-of-concept stage, the planned object under test (OUT) should be simple 

and easy for sensor installation and dismounting. Here we planned to employ ceramic power 

resistors as the OUT at proof-of-concept experiment stage. Additionally, the FBG sensor system 

should be designed and implemented in terms of both hardware (component devices) and software 

(raw sensory data processing algorithm).  

 

Once the feasibility of FBG sensor for thermal monitoring has been demonstrated and verified, 

our experimental design should move to next stage. The OUT will be updated to bare enameled 

copper windings, and then motorette [165], a physical model represents an equivalent, complete 

EM winding system. A typical motorette model consists of a multi-slots steel frame with EM 

copper windings embedded in slots as EM design scheme. The design and implementation of FBG 

sensor prototypes of copper windings and motorette, with multiple duty-cycle modes of actual EM 

operations [166] applied will be the interim experimental stage of our project. In addition, machine 

learning algorithms will be introduced to conduct some sensor number optimization tasks. The 

construction of initial versions of ML models can be considered as the proof-of-concept modelling 

of ML algorithms used in our EM thermal monitoring applications.  

 

The final and vital experimental stage of this project is to achieve comprehensive thermal 

monitoring of operating EM using FBG sensors with various ML algorithms. A validated, lab-

version prototype of our FBG-ML thermal monitoring system for EMs will be presented with 

details as a disclosure of this PhD project.  
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Figure 2.3. Conceptual framework diagram of PhD research project. 

2.8 Organization of this thesis  

This PhD project thesis has been organized and presented systematically, with thesis structure 

framework shown in Figure 2.4. The brief state-of-the-art review of EM thermal monitoring 

methods and the temporal research gaps will be outlined and discussed in Chapter 1. Then, the 
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literature review and theoretical research for FBG sensor system for EM will be investigated in 

Chapter 2, which was divided into three sections: review of conventional EM thermal monitoring 

methods, fibre optic sensors used for EM monitoring, and ML algorithms used for EM monitoring. 

After the comprehensive literature review and sensing technology analysis, we presented a novel 

EM thermal sensor system design that combines FBG sensing technology and ML algorithms at 

the end of Chapter 2. For the validation of proposed intelligent FBG-ML sensor system design, 

the experimental validation has been conducted and presented from Chapter 3 to Chapter 6. The 

FBG sensing prototypes were designed, implemented, and validated progressively by alternating 

the target thermal objects: ceramic power resistors (Chapter 2), enameled copper windings 

(Chapter 3), motorette (Chapter 4), and eventually electric machine (Chapter 6). Finally, this PhD 

project has been concluded in Chapter 7, additionally, the limitations, future work directions and 

commercialization translational potentials of this PhD project has been discussed and presented.  
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Figure 2.4. Structure of thesis organization with the key points of each chapter.  
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Literature review: 

FBG sensing principles + ML 
algorithms 

Sensor system construction 
methodology determination   

Sensor prototype 1:

FBG sensor on ceramic power 
resistors

First proof of concept thermal EXP
 

FBG sensor calibration 
Sensing accuracy

Sensor prototype 2:

FBG sensor on copper windings

Applicable thermal EXPs on EM 
component-copper windings

Sensing accuracy 
Radial thermal monitoring
ML temperature prediction 

Sensor prototype 3:

FBG sensor on motorette 

Applicable thermal EXPs on partial EM 
testing model-motorette

Sensing accuracy
Axial thermal monitoring
ML temperature prediction

Sensor prototype 4:

FBG sensor on electric machines

Applicable thermal EXPs on operating 
EM

Sensing accuracy
Ex-situ thermal monitoring

ML temperature prediction for surface sensors
 

Figure 2.5. The study design flowchart of the PhD project. Literature review will be conducted for 

the sensor system methodology completion, then several versions of thermal sensor prototypes 
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with different target objects will be constructed and validated step by step. The objectives of each 

sensor prototype version were listed in the corresponding right-side box. 

The study design structure of the “body chapters” in this thesis was shown in Figure 2.5. Four 

versions of sensor prototypes will be designed and validated progressively with different 

objectives. For instance, regarding the first FBG sensor prototype, the calibration of sensor and 

sensing accuracy validation will be the prime tasks to be verified. From the stage of thermal EXPs 

on copper windings, the ML algorithms will be introduced for their temperature prediction 

performance evaluation. As the target thermal objects became more complicated, the final sensor 

prototype will be able to achieve comprehensive thermal monitoring of EM using optimized sensor 

number with machine learning algorithms employed.   
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3 Basic principles and the proof-of-concept for FBG temperature 

measurements 

In this chapter, as we planned, the proof-of-concept FBG sensor thermal experiments will be 

designed and implemented. Several versions of experimental prototypes with their measurement 

results were displayed. For each version, system schematic design, experimental procedure, test-

rig implementation, and results analysis were included. More importantly, the improvements of 

new version compared to the previous one will be explained in terms of both hardware and 

modelling aspects. Ceramic power resistors were chosen as the OUTs at this early stage of 

experimental validation. It is necessary to build such physical “toy” prototypes before we 

implement our FBG thermal monitoring system within operating electric machines, it shall be 

helpful to check the feasibility and reliability of our sensor design hypothesis: using FBG sensor 

for EM thermal monitoring. 

3.1 FBG with Power resistors: thermal experiment V1.0 

The first version of proof-of-concept thermal experiment will be presented in this section, 

including study design, prototype construction and experimental results analysis.  

Study Design  

FBG temperature sensor is chosen as our sensing method for temperature monitoring considering 

its spatial resolution superior for heat spot location task. The schematic design of first version 

prototype is shown in Figure 3.1. 
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Figure 3.1. Schematic of FBG based temperature measurement prototype V1.0 design. In our first 

version design, Agilent tunable laser 81960A is employed as light source and demodulation 

module includes Agilent light wave multimeter N7745 and its corresponding Keysight Insertion 

loss Engine (IL Engine) software for spectral to temperature conversion. In this setup, 

thermocouples and FBGs are both used for temperature monitoring while thermocouples with its 

logger are employed as reference measuring technique to check the performance of our FBG 

temperature monitoring system. 
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a)                                                                      b) 

Figure 3.2. a) Schematic design of four heat objects on a metal mount panel. b) Ceramic power 

resistors T-load curves from TE connectivity SQ series datasheet. 

To achieve temperature gradient for four resistors R1~R4, we choose four resistors with same 

product type (TE connectivity SQ series [167]) and all other parameters except resistance. With 

one DC source connected in parallel, the load power for each resistor will be different and so as 

their surface temperatures, which is shown in Figure 3.2.  

Applying  𝑖𝑖 = 1,2,3,4 to label four power resistors, we have: 

𝑉𝑉1~𝑉𝑉4 = 𝑉𝑉𝐷𝐷𝐷𝐷 , 𝐼𝐼1~𝐼𝐼4 =  
𝑉𝑉𝐷𝐷𝐷𝐷
𝑅𝑅𝑖𝑖

,𝑃𝑃1~𝑃𝑃4 =
𝑉𝑉𝐷𝐷𝐷𝐷2

𝑅𝑅𝑖𝑖
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Therefore, for four resistors with different resistances, we can obtain four different temperature 

points presented with range covering 20~200 ℃ by adjusting the DC voltage supply. To be noticed, 

metal mount panel should be covered by heat insulation materials (e.g. ceramic fibre paper). 

Besides, L1=5cm, W1=4cm, D1=10cm for resistor position arrangement.  

Test Rig Construction & Experimental Conduction  

Since the schematic design of the FBG sensor system was completed, the experimental procedure 

based on the experimental design should be described here with following steps shown in Table 

3.1:   

Table 3.1. Steps for proof-of-concept thermal experiment: FBG on power resistors test bench. The 
procedure was designed for the setup schematic shown in Figure 3.1.  

Experimental procedure of “Power Resistors test-rig” 
1. Set up the experimental prototype based on the schematic design above. Each power 

resistor will be measured by both a thermocouple and an FBG temperature sensor 
simultaneously. 
 

2. Switch on the DC power supply, record the voltage supply 𝑽𝑽𝑫𝑫𝑫𝑫, current supply 𝑰𝑰𝑫𝑫𝑫𝑫 and 
corresponding temperature reading from thermocouple 𝑻𝑻𝒕𝒕𝒕𝒕 and loss optical spectrum of 
FBGs by IL engine software.  
 

3. Adjust the power resistor surface temperatures by varying DC supply. Record the new 
voltage supply 𝑽𝑽𝑫𝑫𝑫𝑫, current supply 𝑰𝑰𝑫𝑫𝑫𝑫 and corresponding temperature reading from 
thermocouple 𝑻𝑻𝒕𝒕𝒕𝒕 and loss optical spectrum of FBGs by IL engine software. 
 

4. Repeat 2 &3, till the DV supply covers the range from 5V to 22V with 1V step.  
 

5. Read the loss optical spectrum of FBGs, find the central wavelength shift 𝚫𝚫𝝀𝝀 manually, 
convert the spectral data to temperature reading 𝑻𝑻𝑭𝑭𝑭𝑭𝑭𝑭 with known room temperature 
𝑻𝑻𝒓𝒓𝒓𝒓𝒓𝒓  and its corresponding central wavelength 𝝀𝝀𝒓𝒓𝒓𝒓𝒓𝒓 : 𝑻𝑻𝑭𝑭𝑭𝑭𝑭𝑭 = 𝑻𝑻𝒓𝒓𝒓𝒓𝒓𝒓 + 𝚫𝚫𝝀𝝀/𝒕𝒕𝒄𝒄𝒄𝒄𝒄𝒄 , where 
𝒕𝒕𝒄𝒄𝒄𝒄𝒄𝒄 is the thermal sensitivity of FBG, for silica FBG, it around 10 pm/℃.  
 

6. Plot graphs to 𝑻𝑻𝑭𝑭𝑭𝑭𝑭𝑭  and 𝑻𝑻𝒕𝒕𝒕𝒕  under same conditions, check the validity of FBG 
temperature sensing method.  
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The power resistor test rig based was implemented (Figure 3.3) for thermal experiments 

conductions. The OUTs and devices used for construction followed our previous design.  

  

                                                 a)                                                                 b) 

Figure 3.3. a) Photo of experimental setup of temperature monitoring prototype V1.0 with thermal 

paste b) placed on the surfaces of four power resistors. The thermal conductivity of the thermal 

paste is about 4.15 W/(m·K), which can help to create a uniform thermal environment of resistor 

surfaces and provide tight contact between sensors and resistors. Both FBGs and thermocouples 

are placed within the thermal paste, therefore, theoretically, the thermocouple and FBG at same 

resistor surface may be under same temperature. By comparing the temperature readings of 

thermocouples and FBGs, the performance of our FBG thermal sensing system can be evaluated. 

Results & Discussion 
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The temperature plots of design test bench were shown in Figure 3.4 proved the validity of our 

prototype design as well as the FBG temperature sensing method. Our first version of prototype 

can provide four heat points covering 23~190 ℃ with temperature gradient. High correlation 

between thermocouple measured and FBG measured temperatures with error within ±5 ℃ is 

shown in Figure 3.4-c). However, there were undesired temperature fluctuations at position_2 

when the DC power supply value was tuned to 20 and 21 volts, both TC and FBG sensors were 

able to capture such variation. It has been found that the fluctuation was led by the poor contact 

between resistor and DC power supply. Additionally, combing the FBG spectral characteristics 

shown in Figure 3.4-b) with temperature comparison plot c), we found that temperature variation 

is proportional to the central wavelength shift, which agreed with the sensing principle of FBG 

temperature sensor. 

 

 

a)                                                                        b) 
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c) 

Figure 3.4. A set of temperature sensing results of prototype V1.0: a) Intensity-wavelength spectral 

of four FBG sensors at room temperature 23 ℃, while b) presents a set of central wavelength shifts 

of four FBG sensors as resistor surface temperatures were adjusted by varying DC supply. c) Plot 

of temperature measurements of both thermocouples and FBGs at four different power resistors 

with varying power supply labelled by DC voltage source values in x-axis. FBG with Power 

resistors: thermal experiment V1.1 

We have successfully measured the temperature with high accuracy within 23~190 ℃ in our first 

version prototype. However, one big drawback of prototype V1.0 is that the temperature reading 

measured by FBGs cannot be displayed simultaneously. Temperature readings measured by FBGs 
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were calculated after we obtained and analyzed the FBG spectral characteristics, which is very 

inefficient and not acceptable for an EM online thermal monitoring system.  

For improving the demodulation efficiency of our FBG thermal sensing system, a self-written 

novel demodulation program with Matlab software was developed (check the detailed code with 

comments in Appendix-1. Matlab code for FBG sensor demodulation). It can invoke optical 

spectral information back to Matlab program for data analysis & temperature demodulation. A 

simple temperature-sensitivity test of this program was shown in Figure 3.5. Therefore, a complete 

real-time multi-points temperature measurement by FBGs can be finished by fully Matlab control 

with both CWs of FBGs and demodulated temperature readings displayed for users (Figure 3.6). 

The experimental procedure and hardware setup of V1.1 is exactly same as V1.0, with only 

demodulation program improved. There is no more post-data analysis required for our FBG 

temperature sensing setup. 
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a)                                                                    b) 

Figure 3.5. Testing of self-programming code for FBG central wavelengths demodulation. Where 

X-axis presented wavelength and Y-axis presented the optical power loss in dB for blue spectrum 

curve while temperature in ℃ for orange measurand curve. We held FBG_2 by hand and left 

others at room temperature at 25 ℃. It can be observed that an increased temperature value of 

FBG_2 (~ 30.75℃), which proved the program is well-functioning with temperature variation 

captured. 
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Figure 3.6. FBG temperature measurement display window by Matlab. FBG spectral power loss  

of four FBGs on four power resistors are shown at bottom & their corresponding demodulated 

FBG temperature values are shown above. Four temperature values connected in the same solid 

line represents the 4 different power resistors’ temperature measured by FBGs with one fixed DC 

source applied. By adjusting the DC supply, we obtained several sets of temperature data at 

different DC supply. 

3.2 FBG with Power resistors: thermal experiment V2.0 

The second version of proof-of-concept thermal experiment will be presented in this section, 

including study design, prototype construction and experimental results analysis. Compared to the 

previous sensor prototype, the improvement of FBG demodulation hardware will be the main 

update of the sensor prototype.  
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Study Design  

Real-time temperature measurement of multiple points using FBG sensors can be completed by 

prototype V1.1 with self-written Matlab program. However, the real-time temperature 

measurement speed is limited by the lab-level devices: In our prototype V1.1, once complete 

temperature measurement process takes about 11 seconds (i.e. 0.09 Hz), which is the intrinsic 

limitation caused by the scanning frequency of Agilent tunable laser 81960A and light wave 

multimeter N7745 products. Such demodulation speed is sufficient for general EM static thermal 

health monitoring. However, considering other dynamic EM thermal field monitoring conditions, 

for instance, monitoring copper winding temperature field rising distribution at EM start-stage, 

such speed is far from the required data acquisition rate, which is at least 1 Hz scanning frequency 

for sufficient temperature sampling rate for electric machines. To achieve such high canning 

frequency of FBG sensors, we need to employ an optical device called FBG interrogator with 

internal design shown in Figure 3.7, and the new FBG thermal sensing schematic design with FBG 

interrogator is shown in Figure 3.8.  
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Figure 3.7. Detailed structure of FBG interrogator demodulation module by Arcadia Optronix Inc 

[168]. The demodulation module of Arcadia FBG interrogator employs WDM technique with fast 

FPGA processor for tunable laser control. With the help of WDM and high-speed processor, it is 

capable of outputting “multiple laser pulses at multiple wavelength” simultaneously, combing 

with the spectral peak-tracking algorithm, this demodulation module can determine the FBG 

central wavelengths with maximum speed 1 kHz each channel. This WDM demodulation method 

is much faster than V1.1 setup using “step by step wavelength scanning for whole bandwidth”. 

For the validation of new version of FBG sensor system with FBG interrogator product introduced, 

thermal experiment V2.0 were introduced: four power resistors were connected in parallel to 

resemble distributed heat spots. Four power resistors from Tyco Electronics [167] with electric 

resistances of 220Ω, 150Ω, 68Ω, 22Ω, respectively, and were arranged in parallel and labelled as 

resistor 1 to 4. This arrangement resembles four different heating powers, and therefore result in 

different surface temperatures. Our design covered the range of 20-200℃ for temperature 
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measurement. The power resistors were chosen to mimic practical heating power range of one 

stator tooth of EM windings with a natural air-cooling system, representing heating power range 

from 1 to 20 watts. Both the FBG sensors and TCs were fixed on the surfaces of each power resistor 

for temperature monitoring and the validation of FBG measurements.   

 

Figure 3.8. Schematic of FBG based temperature measurement prototype V2.0 design. Compared 

to the previous version, power resistor (heat point) board, thermocouples are exactly same setup. 

Only the demodulation module for FBG changed from: “Agilent tunable laser and light wave 

multimeter +Matlab Demodulation Program” to “FBG interrogator product+ its own software 

kit”. The FBG interrogator product purchased from Arcadia Optronix can provide maximum 1kHz 

scanning frequency with 8 independent operating channels, each channel has maximum capacity 

of 30 FBG sensors. Therefore, theoretically, maximum 240 temperature values measured by FBGs 

can be calculated & displayed on the PC every 1ms, which is much faster.  
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The temperature measurement procedure of V2.0 is similar with that of V1.0 but more efficient. 

Once we finished the FBG interrogator software initial settings based on our FBG sensors, The 

FBG interrogator will record all the temperature readings measured by FBG sensors automatically 

and directly with large amount of data due to the high scanning frequency. The constructed sensor 

prototype is shown in Figure 3.9.  

  

Figure 3.9. Photo of experimental setup of temperature monitoring prototype V2.0. The black box 

is the FBG interrogator product. Such high speed FBG interrogator is very useful for other high-

frequency target parameters as well (e.g. vibrations, rotating speed). 

Results & Discussion 

Thermal maps shown in Figure 3.10 were plotted by Matlab using temperature data from the FBG 

interrogator [169]. These data represent static temperature readings of four power resistors when 

𝑉𝑉𝐷𝐷𝐷𝐷 = 20 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 was kept on for 20 minutes in a natural air-cooling environment. The experimental 

setup (Figure 1) was used under constant environmental temperature of 23 ℃. The hot-spots 
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thermal map measured by FBG sensors (Figure 3.10-a) was compared with the thermal map 

measured by thermocouples (Figure 3.10-b). The four temperatures measured by FBG sensors 

were 3.2% (3.5 ± 1.35) higher than these measured by thermocouples. The thermal maps showed 

four heat points with temperatures ranging from 35 to 202 ℃. This temperature range has 

completely covered the temperature standard for four insulation classes (A, B, F and H) of electric 

machines defined by NEMA [122]. These experimental results illustrated that the polyimide-

coated FBG sensors are applicable for EM thermal monitoring with required measurement 

accuracy.  

 

Figure 3.10. Thermal maps of equivalent hot-spots prototype measured by a) FBG sensors and 

b) thermocouples 
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Figure 3.11. Temperature monitoring window of one power resistor for a certain period (about 

20 minutes). This monitoring system record both heating and cooling duration by switching the 

DC supply. To be noticed, unlike the previous version measurement, 𝑉𝑉𝐷𝐷𝐷𝐷 = 20 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 was fixed 

when DC supply is on during the measurement, which mimicked the actual EM start-stage thermal 

distribution along timeline. Two types of FBG sensors and one thermocouple were used, high 

correlation among these three types of sensors with error within 5 ℃ was shown, thus, the 

temperature reading difference can be attributed to random statistic errors, which is acceptable. 

Both polyimide-coated and acrylate-coated FBGs were employed for the temperature 

measurement comparison shown in Figure 3.11. 

3.3 FBG with Power resistors: summary of the findings 
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In this chapter, from FBG temperature sensing prototypes V1.0 to V2.0, we have successfully built 

and validated the working principle of FBG thermal sensor (V1.0), developed automatic real-time 

Matlab temperature demodulation program (V1.1) cooperated with Keysight optical devices, and 

constructed a 1kHz high speed FBG thermal sensing system with big data storage for long-period 

monitoring (V2.0). The FBG thermal sensor system V2.0 will be employed for further thermal 

experiments in our research. In addition, however, the OUT of thermal experiments in this chapter 

was limited to ceramic power resistors. FBG sensor system implementation in critical EM 

component - copper windings, will be conducted for next stage sensor prototype construction as 

we planned.   
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4 Thermal Experiments: FBG on copper windings 

In this chapter, the thermal experiments of FBG sensor on copper windings will be conducted since 

the proof-of-concept experiments were validated in last chapter. Several versions of copper 

winding thermal experiments will be presented as well as the thermal modelling results of 

corresponding copper windings. The comparison and analysis of copper winding thermal 

experiments would verify the feasibility of FBG for EM thermal monitoring further. Additionally, 

the very initial ML-based copper winding temperature prediction model will be designed, built 

and analyzed in this chapter. Support vector regression (SVR) algorithm was chosen as the base 

algorithm for ML modelling.  

4.1 3-point FBGs on copper winding  

Experimental design and setup 

The thermal experiment setup of 3-point FBG is shown in the Figure 4.1. The whole thermal test 

bench consists of FBG sensor system, DC power supply (KORAD KA3305P) and target thermal 

object (self-manufactured copper winding). Three points of sensors were chosen at typically 

vulnerable positions: the centre of one-side end-winding (FBG 1) and two corners of the other side 

end-winding (FBG 2 & 3).  
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Figure 4.1. Schematic of copper winding thermal experiment setup with 3-points FBG sensors 

placed. 

 

Figure 4.2. Dimension scheme of copper winding (left) and photo of winding machine 

manufacturing process (right) 

  

70mm
52m

m
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Table 4.1 Parameters used in copper winding thermal simulation. 

Values of parameters used for Siemens MagNet and ThermoNet 

simulation model construction 

Diameter of cooper wire 0.46mm 

Cross-section area of single copper wire 0.16619 𝑚𝑚𝑚𝑚2 

Number of winding turns 50 

Total length of each winding 16.195m 

Electrical resistivity of copper 0.0172𝛺𝛺 ∙ 𝑚𝑚𝑚𝑚2 ∙ 𝑚𝑚−1 

Actual electrical resistance of one 

manufactured copper winding 
1.67617 Ω 

Cross-section area of single modelling 

copper wire 
0.16619 𝑚𝑚𝑚𝑚2 

Theoretical overall drawing area of copper 

winding 
23.7414 𝑚𝑚𝑚𝑚2 

Copper space factor 0.35 

Radius of one drawing copper winding 

model 
2.749 mm 

Simulated electrical resistance of one 

copper winding model 
1.695 Ω 

Electric conductivity of copper  5.77e7 Siemens∙ 𝑚𝑚−1 

Thermal conductivity of copper  

401 W/(𝑚𝑚 ∙ 𝐾𝐾) 

(Constant during thermal 

simulation) 

 

The physical dimensions of copper winding used in experiment and manufacturing process are 

shown in Figure 4.2. The actual parameters are shown, diameter of cooper wire (D_wire =0.46mm), 
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cross-section area of single copper wire (s_wire= 0.16619 𝑚𝑚𝑚𝑚2), and number of turns (N = 50 

turns). The length of one winding (L = 219.9mm * 50 turns = 16.195m) while electrical resistivity 

of copper is assumed as ρ=0.0172𝛺𝛺 ∙ 𝑚𝑚𝑚𝑚2 ∙ 𝑚𝑚−1. Therefore, the actual electrical resistance of one 

manufactured copper winding can be calculated as R_actual= ρL/s= 1.67617 Ω.  

Simulation model construction  

The simulation model (Figure 4.3) is built based on the actual copper winding we made shown in 

Figure 4.2. The modelling process is shown: the overall copper winding (Strand coil type) 

geometry should be drew with some assumptions: Assume copper space factor is 0.35 (other space 

default as natural air) and we know cross-section area of single modelling copper wire 

(s_strand=s_wire = 0.16619 𝑚𝑚𝑚𝑚2 ), N = 50 turns. Thus, the theoretical overall drawing area 

S_draw =(s_strand * N)/copper space factor = 23.7414 𝑚𝑚𝑚𝑚2, then we got r_draw = 2.749 mm. 

Other geometric parameters were set as the same values with those of the actual copper winding. 

Finally, comparing electric resistances of model R_sim = 1.695 Ω while R_actual = 1.67617 Ω. 

Therefore, both geometry & electric resistance of winding model are comparable to those of actual 

copper coil, we can use this model for thermal simulation. 
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Figure 4.3. Scheme of copper winding model built by Siemens Magnet and ThermoNet (left), the 

equivalent circuit for winding thermal simulation (right). Copper material settings of copper 

modelling followed the default values of ‘Copper: 5.77e7 Siemens/meter’, where thermal 

environment was set as “natural air environment”, convection body type as “Horizontal cylinder” 

and no extra forced convection was introduced.  

Results and discussion 

The S2, S3 and S9 EM duty-cycle modes [166] were applied experimentally for the validation of 

FBG temperature sensors used for copper windings. The ambient was always under natural-air 

cooling environment.  
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Figure 4.4. Temperatures at three positions of copper winding with S3 mode applied. S3 load 

current pattern is shown in the top line. The unstable temperature fluctuation (± 8℃) of FBG1 

between 14:35-14.37 should be led by the unexpected expansion of thermal paste, it was a random 

error of measurement and the error range was acceptable for this copper winding thermal 

monitoring task.  
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Figure 4.5. Temperatures at three positions of copper winding with S9 mode applied. S9 load 

current pattern is shown in the top line. In addition, FBG4 was employed as reference sensor for 

ambient temperature monitoring. It can be observed that in S9 mode test, rather than periodic and 

long-term load, random and pulsed load current supplies were applied. Short-pulsed load current 

(1 second) were applied to the copper winding and the plot indicated temperature of copper 

winding was affected by the pulsed current. FBG sensors are able to capture those ‘thermal ripple’ 

with sufficient sensing response.  
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Figure 4.6. Temperatures at three positions of copper winding with S2 mode applied. S2 load 

current pattern is shown in the top line. The average temperature curve generated by thermal 

model is plotted in dash red line.  

The simulation results (dash line in Figure 4.6) that the temperature distribution over the copper 

winding is relatively uniform, therefore, only the ‘average temperature curve’ is chosen to compare 

with the experimental results measured by FBGs. 

We can see that, there are temperature difference at different position of the copper windings 

(within 5 ℃) measured by FBG sensors, such temperature difference is larger than the simulation 

results, it may be caused by several practical engineering reasons: 

1. Conductivity of the thermal paste is not uniform. 
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2. Random error led by FBG sensor implementation difference. 

3. Expansion and Contraction of copper winding will apply extra strain to the FBG, such 

strain will also lead to measuring error of FBG temperature sensor (i.e. strain-thermal 

cross-effect of FBG). 

4.2 8-point FBGs on copper winding  

Experimental design and setup 

The thermal experiment setup of 8-point FBG is shown in the Figure 4.7. The whole thermal test 

bench consists of FBG sensor system, DC power supply (KORAD KA3305P) and target thermal 

object (self-manufactured copper winding). Eight points of FBG sensors (FBG1~8) were 

uniformly distributed within the copper winding for a more comprehensive thermal mapping of 

copper winding using FBG sensors.  

 

Figure 4.7. Schematic of copper winding thermal experiment setup with 8-points FBG sensors 

placed. 
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Results and discussion 

Since the regular periodic EM duty load modes (S2 & S3) have been experimentally conducted in 

previous section, random load mode S9 will be focused on this 8-point FBG sensor setup thermal 

experiment with plots shown in Figure 4.8.  

 

Figure 4.8. Temperatures at eight positions of copper winding with S9 mode applied. S9 load 

current pattern is shown in the top line. 8-FBGs are uniformly distributed at eight positions along 

the axial direction of copper winding as shown in the experimental setup scheme. The temperature 

difference among these positions is not obvious as shown in the temperature curves measured by 

FBG sensors.  
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Combing the temperature experiments results from both 3-point and 8-point test benches, we found 

that the temperature difference along axial direction of copper winding is not large. This may led 

by the thermal characteristics of copper: it has a great thermal conductivity of 401 W𝑚𝑚−1𝐾𝐾−1. 

This property causes uniform temperature distribution of copper winding along copper winding. 

Additionally, the natural-air ambient also leads to a non-gradient temperature distribution of 

winding. To investigate the FBG thermal sensor for copper winding application, we should focus 

on the radial direction of copper winding rather than only axial and also consider to introduce the 

forced cooling system. An FBG sensing array should be implemented and validated to achieve 

comprehensive thermal monitoring of copper windings.  

4.3 Polyimide-coated FBGs for EM copper winding thermal monitoring   

4.3.1 Study Design  

On completion of FBG thermal monitoring on power-resistor panel and copper winding in 2-D 

plane, a further experiment using copper coils as thermal targets was performed. Such coil 

resembles the bending conditions on real EM windings. The purpose of this experiment was to 

assess the feasibility of FBG sensor system for temperature monitoring when attached to EM coils. 

The configuration of one string of the Polyimide-coated multi-FBG is shown in Figure 4.9, which 

contains 8 serially ordered Bragg gratings of FBG sensors. Three such multi-FBG strings, coiled 

and buried in the middle of an EM copper windings connected to a DC voltage supply as shown 

in Figure 4.7, and the WDM technique of FBG Bragg wavelengths were implemented for the 

thermal monitoring of EM windings. Two thermal maps were generated- the axial thermal map of 

winding is shown in Figure 4.10 on the x-z plane while radial thermal map on the y-z plane.  
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Figure 4.9. Structure of Polyimide-coated multi-FBG string. The length of grating area and the 

distance between gratings were labelled.  

 

Figure 4.10. Schematic of three multi-FBG strings embedded together with an EM windings.  

The thermal experiments will be conducted to check the thermal mapping for copper windings 

once the experimental test bench completed based on the study design above.  

4.3.2 Results & Discussion 
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For thermal mapping, sensors (FBGs) were attached to the real copper coils, as shown in Figure 

4.10. The hot spots shown in Figure 4.11-a) (radial thermal maps) and Figure 4.11-b) (axial thermal 

maps), were located with a spatial resolution of 6 cm matching the FBG inter-grating distance 

shown in Figure 4.9. The locations of these hot-spots indicated that the central and end-winding 

positions within the EM copper coils are prone to the overheating problems. Spatial resolution can 

be improved by either using denser spaced multi-FBG sensors or optimized locations of multi-

FBG sensors based on mathematical modeling.  

  

Figure 4.11. a) Radial thermal map (left panel), and b) axial thermal maps (right panel) of EM 

windings with multi-FBG string embedded prototype.  

Polyimide-coated multi-grating FBG sensor strings were used to construct a prototype for efficient 

measurement and real-time construction of 2-D thermal maps of electric machine copper windings, 

in both radial and axial directions [107]. The FBG thermal sensing system prototype based on 

tunable laser technology demonstrated advantages for thermal mapping of EM coils: broad 

temperature detection range (20-200℃), adequate spatial resolution (6 cm) and fast wavelength 

sweeping frequency (up to 1kHz). Simultaneous thermal maps can be used for real-time 
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monitoring of the distribution and spatial localisation of thermal hot spots within the EM windings. 

These hot-spot locations are the primary locations for the degradation of winding insulation, a 

principal cause of the lifespan reduction of the EMs. The design concept of FBG sensor system 

presented can be used to track thermally vulnerable points, select safe operational regimes, and 

optimize EM maintenance.  

4.4 FBGs on copper windings with temperature prediction models 

Till now, we have developed and validated the FBG temperature sensor prototypes for EM copper 

windings in lab-version. However, to solve one of our focused research questions, we shall 

introduce ML algorithms to optimize (i.e. minimize) the sensor number without the loss of thermal 

monitoring resolutions.  

Machine learning algorithms are far-ranging employed for electric machine health monitoring and 

fault diagnosis [170]. Support vector machine for regression (SVR) is one of popular machine 

learning algorithms for target value prediction model construction in electrical systems [171]. A 

well-trained SVR statistical model can be used to speculate and predict the temperature on specific 

location of EM winding, such physical location would no longer need to be implemented with in-

situ temperature sensor, therefore, and number of sensors can be reduced with no accurate 

temperature data missing. It is an efficient solution for optimizing the sensor number of EM 

monitoring as long as the SVR prediction model demonstrates a reliable performance. 

An SVR model for EM copper winding temperature prediction, with Polyimide-coated FBG string 

sensor system [107] for comprehensive thermal features data collection, is reported in this section. 

11 features categorized into three sections were chosen to be the input features of SVR model 
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while the target output is temperature value at one specific position of EM copper winding. Finally, 

we can used seven in-situ temperature sensors to obtained eight temperature readings of EM 

winding, and this ratio will be optimized in future.  

4.4.1 Example of ML temperature prediction model 

SVR is a type of supervised machine learning algorithm for solving regression problem evolved 

from Support Vector Machine (SVM) algorithm [172]. It is a statistical modelling method suitable 

for small sample size engineering case, it can be employed for classification (SVC) or regression 

(SVR) problem depending on the specific application scenarios: our propose is to continuously 

predict the temperature at specific position on copper winding with known EM operation load 

pattern, therefore, SVR model is chosen for EM copper winding temperature prediction. Generally, 

SVR algorithm has some outstanding advantages when the number of features (i.e. input variables 

of model) and sample size is not massive, including: strong generalization ability, high prediction 

accuracy, relatively simple statistical math model and diverse choices of kernel functions.  

SVR modelling task is to seek a function 𝑓𝑓(𝑥𝑥) that can predict the desired information with known 

features provided. The mathematical function of predicted values 𝑦𝑦𝑖𝑖′ is shown: 

𝑦𝑦𝑖𝑖′ = 𝑓𝑓(𝑥𝑥𝑖𝑖) = 𝝎𝝎 ⋅ 𝝋𝝋(𝑥𝑥𝑖𝑖) + 𝒃𝒃 (4.1) 

Assuming that an experimental data set (𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖) with sample size 𝑁𝑁 are collected through EM 

winding thermal experiments, where 𝑥𝑥𝑖𝑖 are the input features and 𝑦𝑦𝑖𝑖 is the target output physical 

quantity. The aim of SVR prediction model is to solve a function 𝑓𝑓(𝑥𝑥) that enables predicted target 

output 𝑦𝑦𝑖𝑖′ matched with the actual values of target output 𝑦𝑦𝑖𝑖, as close as possible. The SVR model 

construction is by using the given training data set (𝑥𝑥𝑖𝑖 , 𝑦𝑦𝑖𝑖) to solve the optimal values of weight 

vector  𝝎𝝎  and 𝒃𝒃  bias terms, so that 𝑓𝑓(𝑥𝑥)  can output target values with only input features 𝑥𝑥𝑖𝑖 
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provided to the trained SVR model. The construction of our ML models was based on “Scikit-

Learn” open access Python machine leaning development environment [173]. 

4.4.2 Experimental setup 

An experimental FBG sensor prototype of EM copper winding for thermal measurement was built 

based on the test bench design shown in Figure 4.12. A Polyimide-coated multi-FBG string [43] 

with WDM technology (eight sensor points in total) was placed and spatially uniform distributed 

on the EM winding (100 turns, diameter of enamelled copper wire: 0.9 mm), which was identical 

to the 8-point FBG sensor setup (Figure 4.7). However, for the ML model construction data 

collection, short-circuit tests with different programmed load patterns were applied to the EM 

winding, meanwhile, by using an FBG interrogator from Arcopt Inc [169], wavelength shift Δ𝜆𝜆𝐵𝐵 

of FBG 1~8 were collected with sample rate 1 Hz. All thermal experiments were conducted in a 

natural air cooling environment with multi-sensors data recorded continuously at 1Hz sampling 

rate.  

 

a)                                                 
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b) 

 

c) 

Figure 4.12. Schematics of EM winding thermal experiment setup: a) 3D model view (by Siemens 

MagNet software) of EM copper winding with multi-FBG string sensors placed b) Structure of 

Polyimide-coated multi-FBG string used for EM copper winding temperature measurement. c) 

Scheme of thermal test bench of EM copper winding. 

The test bench for ML temperature modelling was same as “8-point FBGs” experimental setup 

shown in Figure 4.7. The thermal experiments with different electrical load patterns will be 
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conducted using this test bench for raw data collection. The ML model design process and 

temperature prediction results will be presented in the following sections.  

4.4.3 Design process of SVR model for EM winding temperature prediction 

Once the thermal experiment prototype was set up, the thermal experiments will be conducted with 

all input features and target output data recorded. The input features were categorized into three 

sections [174]: sensor measurement, electrical and environmental variables. The sensor 

measurement variables consists of seven real-time Bragg central wavelengths (CW) of FBG 1~7. 

These optic spectral parameters are chosen as inputs of SVR model because the in-situ temperature 

variation 𝜟𝜟𝜟𝜟  at different positions of EM winding are strongly correlated with Bragg central 

wavelength shift 𝚫𝚫𝝀𝝀𝑩𝑩 as discussed previously, the SVR model should be capable of learning the 

mathematical expression between the CWs and the temperatures. In terms of the electrical 

variables, load current 𝑰𝑰 , load voltage 𝑽𝑽  and heat power 𝑾𝑾  were recorded. For environmental 

variable, since the present EM winding thermal prototype is under natural-air cooling environment, 

only the ambient temperature 𝑻𝑻𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒕𝒕 was recorded. All data was collected with sample rate at 1 

Hz, and target output 𝑻𝑻 is the temperature at position_8 of EM winding.  
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Figure 4.13. Structure of SVR copper winding temperature predict model, the SVR input variables 

𝑥𝑥𝑖𝑖 = [𝐶𝐶𝐶𝐶1,𝐶𝐶𝐶𝐶2 …𝐶𝐶𝐶𝐶7, 𝐼𝐼,𝑊𝑊,𝑉𝑉,𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎]𝑖𝑖 and output target  𝑦𝑦𝑖𝑖 = [𝑇𝑇]𝑖𝑖 where 𝑖𝑖 = 𝑁𝑁, which is 

the sample size of dataset. 



84 | P a g e  

 

 

Figure 4.14. Design and optimization process of SVR copper winding temperature prediction 

model. 

Once the structure of SVR model was confirmed as shown in Figure 4.13, the overall design and 

optimization process of SVR winding temperature prediction model should be considered. Overall 

process to generate a well-performed SVR EM winding temperature prediction model is shown in 

Figure 4.14: firstly, all experimental data including input features and target outputs were collected. 

Then several groups of measured data were separated into training datasets and validation datasets. 

Both types of datasets need to be pre-processed: normalization of input features was necessary for 

the sake of SVR model performance [175] by using function: 𝑥𝑥𝑖𝑖∗ = (𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 𝑥𝑥𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚� ), 

because the input features are quantities with different dimensions. Training dataset was used to 

generate the SVR model while the validation dataset is to check the prediction performance of 

SVR model, K-fold cross validation method was also applied during the SVR model training step, 

the training step will be repeated until the SVR model with suitable hyperparameters can provide 
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satisfied prediction results. In this paper, four statistical error indexes were calculated to evaluate 

the prediction performance of the model [176] by comparing the values of experimental measured 

values 𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 and 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑:  

Mean absolute error (MAE): 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑁𝑁
��𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �
𝑁𝑁

𝑖𝑖=1

(4.2) 

Mean absolute percentage error (MAPE): 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
100%
𝑁𝑁

��
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 �

𝑁𝑁

𝑖𝑖=1

(4.3) 

Root mean squared error (RMSE): 𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �
1
𝑁𝑁
��𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �2
𝑁𝑁

𝑖𝑖=1

(4.4) 

Correlation coefficient (𝑅𝑅2): 𝑅𝑅2 = 1 −
∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �

2𝑁𝑁
𝑖𝑖=1

∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 − 𝑇𝑇�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 �2𝑁𝑁
𝑖𝑖=1

(4.5) 

By checking the acceptability of above four regression performance indices (formula 4.2-4.5), we 

can decide the whether the trained ML model is good enough for the task of copper winding 

temperature prediction.  

4.4.4 Results & Discussion   

The plots of some input features in time domain for SVR model training are demonstrated in Figure 

4.15, including the central Bragg wavelength of FBG1, load current 𝑰𝑰 , heat power 𝑾𝑾 and ambient 

temperature, other input features shown in Figure 4.13 are not plotted for space-saving. In the 

experimental stage of EM winding short-circuit thermal tests, there were different electrical load 
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patterns (i.e. different time-varying load current modes applied to EM windings) designed and 

provided through programmable DC supply, with all variables data collected in groups of datasets.  

The electrical load pattern shown in Figure 4.15 used for SVR model training process is labelled 

as load pattern 1, the experimental validation datasets in same load (load pattern 1) and another 

load (load pattern 2) will be both applied to the SVR model to check the performance and 

generalization ability of the trained SVR model.  

 

Figure 4.15. Sequential data plots of part of input variables for SVR EM winding temperature 

prediction model construction, the electrical load pattern shown in load current and heat power 

plots is labelled as load pattern 1.  
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The prediction results of temperature at position_8 on EM winding are shown in Figure 4.16. The 

electrical load pattern of training dataset is load pattern 1, therefore, the SVR model prediction 

performance was firstly validated using the same load pattern experimental dataset as shown in 

Figure 4.16).  
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a) 

 

b) 
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Figure 4.16. Plots of SVR EM temperature prediction results. a) In load pattern 1, Experimental 

FBG-measured temperature 𝑇𝑇_𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢  VS predicted temperature 𝑇𝑇_ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝  by the early-

stage SVR prediction model, and predicted temperature 𝑇𝑇_ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜) by the optimized 

SVR prediction model. b) In load pattern 2, Experimental FBG-measured temperature 

𝑇𝑇_𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 VS predicted temperature 𝑇𝑇_ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜) by the optimized SVR prediction 

model.  

For the early-stage SVR prediction model, comparing prediction temperature results T_ predict 

with the FBG measured experimental temperatures T_ measured , four indexes are 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 =

1.7258, 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 4.12%, 𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 1.7754,𝑅𝑅2 = 0.8928 . After applying the SVR model 

optimization steps, which represents using the machine learning process to choose the optimal 

hyperparameters of SVR model, including Kernel function type, Epsilon 𝛆𝛆, Box constraint and 

Kernel scale, an optimized SVR model was obtained. Comparing prediction temperature results 

T_ predicted(optimised) with the FBG measured experimental temperatures T_ measured, new 

four indexes are 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 = 0.2429, 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 0.61%, 𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 0.2987,𝑅𝑅2 = 0.997 . There is a 

significant improvement of prediction model performance. It can be concluded that the optimized 

SVR temperature prediction model can provide a well-performance for EM winding temperature 

prediction when the input electrical load pattern is same with that of the training dataset. 

The SVR prediction performance for different electrical load pattern should be checked as well. A 

new electrical load pattern (load pattern 2) for SVR model performance test was generated and 

shown in Figure 4.16). In load pattern 2, comparing prediction temperature results 

T_ predicted(optimised) with the FBG measured experimental temperatures T_ measured, four 

statistical indexes are 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 = 1.1209, 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 2.08%, 𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 1.2258,𝑅𝑅2 = 0.9896 . The 
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predicted performance are not as good as previous results when load pattern of training and 

validation dataset are same. However, such statistical analysis results still illustrates that the 

optimized SVR EM temperature prediction model has a relative strong generalization capability: 

for different patterns of input features, the model can still can provide relatively accurate target 

output temperature values.  

4.5 FBG on copper windings: summary of the findings 

To sum up, we designed, implemented and validated several versions of FBG thermal sensor 

prototypes for bare enameled copper windings. The number of effective FBG sensing points 

increased from 3-point, 8-point, then to final 24-point version for comprehensive thermal 

monitoring of copper windings using FBG sensors implemented within. Additionally, the thermal 

modelling of manufactured copper windings was conducted using Siemens MagNet & ThermoNet 

software environment, the simulation results demonstrated a strong agreement with the FBG 

temperature measurement results. Finally, an example of ML temperature prediction model was 

designed and constructed based on SVR algorithm. The trained model presented an accurate 

winding temperature prediction performance with multiple input feature data employed. Such 

achievement indicated the proper research direction of using FBG-ML combined method for EM 

copper winding temperature prediction. For next stage experimental validation of our sensor 

prototype, motorette will be investigated as the interim thermal object between bare copper 

windings and real operating electric machines.  
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5 Thermal Experiments: FBG with Motorette 

In this chapter, the thermal experiments of FBG sensor on motorette will be conducted since the 

copper windings thermal experiments were validated in last chapter. Two versions of motorette 

thermal setups (natural-air cooling & forced water cooling) will be presented as well as the thermal 

modelling results of corresponding motorette. The verification and analysis of motorette thermal 

experiments are the important “intermediate state” between the copper winding prototypes and the 

future final EM thermal monitoring prototype. Additionally, based on the SVR copper winding 

temperature prediction model presented in last chapter, a new SVR model will be designed, built 

and analyzed for motorette FBG sensor prototype.   

5.1 FBGs with motorette 

5.1.1 Experimental design and setup 

An experimental prototype of EM stator with copper windings for thermal measurements was built 

based on Figure 5.2. The target thermal object is a complete EM motorette (Figure 5.1) physical 

model: a 6-slot steel stator frame with three-phase copper windings embedded within all slots. In 

terms of the temperature sensor system, polyimide-coated FBG sensors with WDM technology 

(six sensing points in total) were placed and spatially uniform distributed among a one-slot radial 

plane of EM winding. A programmable DC power supply (KORAD KA3305P) is parallelly 

connected to three phases of EM windings: short-circuit thermal tests of EM windings with two 

different international standard load duty/cycles of electric machines were applied: S3 mode 

(periodic intermittent duty) is a sequential loading of identical cycles, each cycle is composed of 

a time with constant loading and a pause with customized duty factor while S9 mode consists of 
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random loading combination within the permissible operating range [166]. These two EM 

operating modes were chosen since they are typical for EM thermal tests: S3 can be used for 

demonstrating the thermal distribution of EM winding at a stable and constant load/speed while 

S9 can be used for that under a rapidly varying load/speed condition. Meanwhile, by using an FBG 

interrogator from Arcopt.Inc [169], wavelength shift Δ𝜆𝜆𝐵𝐵 of FBG 1~6 were collected with sample  

rate at 1 Hz for real-time thermal monitoring of EM winding. The photo of completed test bench 

was shown in c)d). 

Figure 5.3. In addition, for the forced water cooling thermal experiments, industrial water cooler 

machine S&A CW-3000 was employed.    

 

Figure 5.1. Layout drawing and photo of bare motorette frame employed for the thermal 

experiments. The unit shown in layout drawing is millimeter (mm).  
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Figure 5.2. Scheme of motorette test rigs (natural air cooling & forced water cooling) with FBG 

sensors embedded, centralized three phase windings were labelled by three colors (yellow, blue, 

and green).  
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a)                                                 b) 

  

c)                                                 d) 

Figure 5.3. Photos of a) Bare motorette and Aluminum waster jacket. b) Motorette with centralized 

three phase windings embedded. c) & d) Test-rig motorette with sensors embedded (two views).  

The thermal experiments of motorette will be conducted once the experimental test bench 

completed based on the setup design above.  

5.1.2 Simulation model construction  
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A lumped parameter thermal network (LPTN) model (Figure 5.4) of a 2-D one-slot radial cross-

section of the thermal object (motorette) was constructed using Simulink Simscape for validation 

of our FBG thermal sensor: the slot was modeled as a series of thermal resistances from 6-node 

positions of slot to the ambient environment (natural-air cooling in our application). Assuming the 

predominant thermal dissipation in the motorette is in the radial direction and no iron losses needed 

to be considered since only DC powers were applied to the windings in our thermal experiments. 

The positions of six thermal nodes are spatially matched with those of FBG sensors (Figure 5.4b), 

therefore, two temperature datasets from 1) FBG experimental measurements and 2) LPTN 

analytical model, can be compared for the statistical analysis of our FBG thermal sensor system.  

All thermal resistances used in LPTN model construction have been quantified and divided into 

four categories (R_air, R_copper, R_steel, and R_liner) depending on the types of materials, 

physical dimensions of the experimental object, and different modes of heat transfer [177]. The 

equivalent thermal conductivity of the windings is computed assuming equivalent winding 

consists of three kinds of materials [178]: pure copper, wire insulation, and air. Copper loss of one 

phase winding has been divided into six equal parts and applied to six thermal nodes, respectively. 

The ambient is assumed as a natural-air cooling environment under a constant temperature of 23℃.  
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a)                                                     b) 

Figure 5.4. a) Scheme of one-slot radial cross-section LPTN model. b) Scheme of one-slot radial 

cross-section FBG sensors implementation. It can be observed the positions of LPTN circuit nodes 

were matched with the FBG sensing points within the motorette.  

The thermal simulation of motorette LPTN model will output the sequential temperature values at 

corresponding six nodes once the simulated load was applied, such load will be identical to the 

thermal experimental conditions for comparison.   

5.1.3 Results & Discussion 

Natural air cooling  
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For experimental thermal tests of EM windings with FBG sensors implemented: two international 

standard load duties (S3 & S9) were applied to EM copper windings by computing the output of 

the DC power supply. S3 mode used in this experiment was programmed as a constant 4A loading 

with duty factor 50%, two cycles applied with 1200 seconds for each cycle (Figure 5.5) while S9 

mode consisted of a series of random loadings in the range of 0-5A (Figure 5.6). For the 

corresponding LPTN model, the same time-varying load patterns as S3 and S9 mentioned above 

were computed by calculating and applying equivalent copper losses to six thermal nodes. 

Temperature distribution within one slot was plotted and shown in Figure 5.5 and Figure 5.6, data 

obtained from both thermal experiments measured by FBG sensors and LPTN analytical model.   
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Figure 5.5. Temperatures at six positions of radial slot cross-section with periodic load (S3 

mode) applied, data captured from experimental FBG sensors (solid line) and LPTN analytic 

model (dash line). 
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Figure 5.6. Temperatures at six positions of radial slot cross-section with random load (S9 

mode) applied, data captured from experimental FBG sensors (solid line) and LPTN analytic 

model (dash line). 

Figure 5.5 & Figure 5.6 compare the analytical LPTN model and experimental FBG sensor 

instrumented setup temperature results at six positions among radial cross-section of one slot of 

motorette. The experimental setup, as well as the LPTN model was conducted under a constant 

ambient temperature of 23 ℃. As shown in the two figures, all temperatures at different positions 

are at the value of ambient, while their amplitudes varied gradually with time yet a strong 

correlation (Mean coefficient of determination 𝑅𝑅2���� = 0.9419) exists between FBG-measured and 

LPTN-simulated temperature curves. Such radial temperature difference at different positions 

indicated the hazard of the hot-spots occurrence within EM windings. In addition, the results of 
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LPTN model were slightly higher than those of the FBG experimental, which may be led by the 

value of equivalent thermal conductivity used in LPTN model: it is smaller than that of the 

instrumented experimental setup. However, the overall results of experimental FBG measured and 

those of LPTN model had a systematic difference within the manufacturing and experimental 

tolerances (i.e. 10℃) and the FBG sensing system can provide a spatial resolution of 8 mm, a fast 

wavelength sweeping frequency (up to 1 kHz), and stable linear temperature sensitivity of 

0.091 ℃/pm. These performance parameters of the FBG temperature sensor system indicate the 

feasibility of using FBG sensor system for thermal monitoring of EM windings.  

Forced- water cooling 

The S3 and S9 (two different patterns of S9) duty modes were applied experimentally for the 

validation of FBG temperature sensors used for motorette. Both natural air cooling & forced water 

cooling methods were investigated in our thermal experiments.  
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Figure 5.7. Temperatures at six positions of inner copper windings within motorette with S3 

mode applied. S3 load current pattern is shown in the top line. Position_7 for both cooling 

methods are set for ambient temperature recording. It can be observed that the forced water 

cooling setup had a higher cooling rate than that of natural air cooling system. 
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Figure 5.8. Temperatures at six positions of inner copper windings within motorette with S9 mode 

(pattern 1) applied. S9 load current pattern is shown in the top line. Position_7 for both cooling 

methods are set for ambient temperature recording. It can be observed that in S9 mode test, rather 

than periodic and long-term load, random and pulsed load current supplies were applied. Short-

pulsed load current (1 second) were applied to the copper winding and the plot indicated 

temperature of copper winding was affected by the pulsed current. FBG sensors can capture those 

‘thermal ripple’ with sufficient sensing response.  
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Figure 5.9. Temperatures at six positions of inner copper windings within motorette with S9 mode 

(pattern 2) applied. S9 load current pattern is shown in the top line. Position_7 for both cooling 

methods are set for ambient temperature recording. 

From the thermal plots of motorette above (Figure 5.7, Figure 5.8, Figure 5.9), it can be observed 

that with forced water cooling system introduced, the corresponding inner temperatures at different 

positions within windings decreased dramatically. Additionally, such thermal decline occurred in 

thermal rate as well as the temperature amplitudes. This phenomenon was led by the good thermal 

conductivity of the aluminum jacket and the water flow through it. For the motorette experimental 

data collection, several sensors were employed: DC power supply was used for electric current 

and voltage data collection, FBG sensors for temperatures data collection, and water cooler can 

record the flow rate and temperature of cooling water flow. 
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The motorette thermal experiments above demonstrated that the FBG sensors can capture the 

temperature difference inside the copper windings led by various EM cooling methods. However, 

for practical using of FBG sensors, it is hard to implement optical fibres within each EM for 

thermal monitoring. In addition, such in-situ sensor installation approach has no good for sensor 

hardware maintenance and replacement. The failure of thermal sensors within EM copper 

windings may lead to failure of operating EMs. For the safe consideration, we need to seek a 

solution for EM temperature sensor optimization: both in sensor implementation positions and 

sensor numbers. As the continuation of ML temperature prediction model for copper windings 

shown in Chapter 4, a new ML model for motorette will be constructed. 

5.2 ML models for motorette internal temperature prediction 

5.2.1 ML model deployment 

SVR algorithm based model will be constructed for internal winding temperatures estimation and 

prediction. The SVR model structure is shown in Figure 5.10. The input features were selected 

from the EM operating parameters that will contribute to temperature rise. These features were 

divided into three categories: sensor measurement variables, electrical variables, and 

environmental variables. Compared to the previous ML temperature estimation model that we built 

last year, two new environmental variables were added: coolant velocity and temperature. Since 

we found in previous “natural-air VS forced water” thermal experiments, the cooling method has 

a significant effect on the thermal distribution of motorette.  
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Figure 5.10. Structure of SVR model for motorette inner winding temperatures estimation. 

Compared with the ML temperature prediction structure shown in Figure 4.13, new input features 

of this version of ML model are shown in “orange” color. The coolant velocity and temperature 

were measured and recorded by the industrial water cooler (S&A CW-3000).   

The SVR ML model will be trained, validated and tested for the motorette internal winding 

temperature prediction following the same process as shown in Figure 4.14 in last Chapter.  

5.2.2 Results & Discussion 
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sent to the SVR model for temperature estimation test. The ML model temperature outputs 

(Water_SVR) VS experimental temperature values (Water_EXP) were plotted as shown in Figure 

5.11. Although there were some outlier values can be observed from the plots, values of four 

regression performance indices were still good: 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 = 2.692, 𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 6.152%, 𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =

3.721,𝑅𝑅2 = 0.9619. It illustrated that our SVR model presents a good regression performance for 

motorette temperature estimation in time series.  

 

Figure 5.11. S9 mode inner winding temperatures plot comparison, the experimental measured 

temperature values (dash curves) VS SVR model output values (solid curves) at same 

corresponding positions inside motorette windings.  

The multioutputs ML temperature prediction model for can be considered as a “proof-of-concept” 

ML model test for our application: it is feasible to use ML algorithms for partial EM physical 

model (motorette) thermal monitoring with acceptable accuracy rather than only for copper 
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windings shown in Chapter 4. Additionally, the sensor number can be reduced with no thermal 

resolution affected. Further investigation will be presented in next Chapter, where the thermal 

object has been finally updated to a real operating EM and more ML regression algorithms will be 

built for temperature prediction performance comparison.   

5.3 FBG with Motorette: summary of the findings 

To sum up, we designed, implemented and validated two different versions of FBG thermal sensor 

prototypes for motorette. Including natural-air cooling as well the forced water cooling motorette 

test rigs for comprehensive thermal monitoring using FBG sensors implemented within. 

Additionally, the thermal modelling of manufactured copper windings was conducted using LPTN 

modeling method by Simscape simulation environment. Compared to Siemens MagNet & 

ThermoNet software used in Chapter 4, the LPTN method is able to simulate the self-designed 

duty modes of motorette, the simulation results demonstrated a strong correlation with the FBG 

temperature measurement results, the difference of temperature values were discussed as well. 

Finally, an example of ML temperature prediction model for motorette was designed and 

constructed based on SVR algorithm. Compared to the SVR model in Chapter 4, the trained model 

in this chapter presented an accurate winding temperature prediction performance with multiple 

target temperature outputs at different positions within motorette. Such achievement is a big step 

for solving our research question: how to use optimal number of sensors for comprehensive 

thermal monitoring of EM. The next stage of our sensor prototype will be the final stage of this 

project: FBG-ML thermal monitoring prototype for a real operating EM.  
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6 Thermal Experiments: FBG with Electric Machines  

In this chapter, the target objective under-test has been moved to the final stage: a real operating 

EM. To solve the inner winding temperatures blind problem with optimized number of temperature 

sensors employed, an FBG-ML combined winding temperature monitoring system is proposed 

and validated experimentally. Compared to the conventional thermal monitoring methods for EM 

winding temperature, our solution provides the advantages including: 1) Obtaining comprehensive 

temperature distribution of copper windings with optimized sensor number. 2) Employing FBG 

sensors that has intrinsic physical properties for EM winding thermal monitoring application. 3) 

Using our novel method of sensing data combined with trained machine learning models, some 

shortcomings that exist in conventional temperature monitoring methods can be fixed. For instance, 

defects for direct measurement method include: the location of the measurement point is difficult 

to determine, there are blind spots in temperature measurement, and it is impossible to arrange a 

large number of thermocouple sensors, etc. For FEA method: long modeling and simulation time 

consumption, requiring detailed electromagnetic, material, and dimensional parameters 

corresponding to the specific EM, unconscious of the actual temperature distribution in the 

practical EM operating scenarios.  

6.1 Thermal monitoring study of EM 

The overall system design of FBG-ML EM thermal monitoring system will be presented first. For 

ML modelling part, feature engineering, multiple ML algorithm architectures and data 

preprocessing methods will be presented. For the test-rig construction part, multi-sensors of EM 
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will be employed for data collection. Since the completion of proposed test bench, thermal 

experiments of EM under various operation duty-cycles will be applied for full dataset construction.   

6.1.1 Feature engineering for EM winding thermal monitoring application 

The basic temperature sensing principles of FBG have been introduced in the literature review 

chapter (Chapter 2) with formulas and optical spectrum demonstration (Figure 2.2), which will not 

be repeated here. Since our target object, EM windings, remains physically static in our thermal 

experiments, the wavelength shift is always induced by temperature changes, while strain-induced 

variation can be neglected. Additionally, the CWs of FBG will be employed as an input feature of 

ML model while the target outputs are internal winding temperatures, we may leave the strain 

effect compensation to the training and optimization process of ML models. 

It is commonly known that the overheating within windings of EM are the fatal problem for the 

safe operations and long lifetime maintenance of EM. The undesired heat sources of EMs consist 

of three types of operating losses generally: Ohmic (copper) losses, Core (iron) losses (Equation 

6.1, 6.2) and Mechanical losses [179]. As explained, the maximum temperature rise as well as the 

highest temperature points occur within EM windings, which was dominantly led by copper loss. 

For copper losses, it mainly consists of: 1) winding DC resistance losses 𝑷𝑷𝑪𝑪𝑪𝑪. 2) High frequency 

additional winding losses 𝑷𝑷𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪, which is led by flux leakage and skin-effect and the value of this 

type of additional loss is highly related to EM frequency 𝒇𝒇.  

DC resistance winding loss: 𝑃𝑃𝐶𝐶𝐶𝐶 =  �(𝐼𝐼𝑖𝑖2𝑅𝑅𝑖𝑖)
𝑐𝑐

𝑖𝑖=𝑎𝑎

(6.1) 
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High − frequency additonal winding loss: 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = (𝑘𝑘𝐹𝐹 − 1)𝑃𝑃𝐶𝐶𝐶𝐶 (6.2) 

electron penetration depth: 𝛿𝛿𝑐𝑐 = �
2

𝜔𝜔𝜔𝜔𝜔𝜔
= �

1
𝜋𝜋𝜋𝜋𝛾𝛾𝑒𝑒𝜇𝜇𝑒𝑒 

(6.3) 

Where 𝜸𝜸𝒆𝒆,𝝁𝝁𝒆𝒆 are the electric and magnetic conductivity of conductor, respectively. 𝒇𝒇 is the EM 

operating frequency while  𝝎𝝎  is the angular velocity. 𝒌𝒌𝑭𝑭  is the increasing factor of winding 

resistance with empirical value.  

It can be observed in equation (6.3), for the electron penetration depth 𝜹𝜹𝒄𝒄 , the higher the EM 

operating frequency, the lower the electron penetration depth, the stronger the skin effect, and the 

larger the additional winding loss. This type of copper loss 𝑷𝑷𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪  is hard to be expressed 

analytically and highly related to EM operating frequency. In terms of the iron loss of EM, it can 

be expressed in equation (6.4):  

𝑃𝑃𝐹𝐹𝐹𝐹 =  𝑃𝑃ℎ + 𝑃𝑃𝑐𝑐 + 𝑃𝑃𝑒𝑒 = 𝑘𝑘ℎ𝑓𝑓𝐵𝐵𝑝𝑝𝑥𝑥 + 𝑘𝑘𝑐𝑐𝑓𝑓2𝐵𝐵𝑝𝑝2 + 𝑘𝑘𝑒𝑒𝑓𝑓1.5𝐵𝐵𝑝𝑝1.5 (6.4) 

Where 𝑷𝑷𝒉𝒉,𝑷𝑷𝒄𝒄,𝑷𝑷𝒆𝒆  are magnetic hysteresis loss, classical and exceptional eddy current losses, 

respectively. And 𝒌𝒌𝒉𝒉,𝒄𝒄,𝒆𝒆  are corresponding coefficients of these above types of losses. 𝑩𝑩𝒑𝒑  is 

magnetic flux density amplitude.  

Mechanical losses within EM which are mainly friction and fluid losses (mainly windage 

resistance loss) can be measured by determining the input to the machine running at the proper 

rotating speed (as shown in Equation 6.5 and 6.6). Frequently they are lumped with core loss and 

determined at the same time during the loss analysis. 
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We may calculate the EM heat loss in another way: by determining the overall input electrical 

power 𝑃𝑃𝑖𝑖𝑖𝑖  as well as the output mechanical power 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 , the difference between them can be 

considered as the overall EM heat dissipation 𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒, which can be derived as follow:  

𝑛𝑛1 =
60 × 𝑓𝑓
𝑝𝑝

(6.5) 

𝑟𝑟 = 𝑛𝑛2 = 60 × 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
2𝜋𝜋𝜋𝜋� =

9.549 × 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜
𝜏𝜏

(6.6) 

𝑃𝑃ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑈𝑈𝑈𝑈 −
𝑟𝑟𝑟𝑟

9.549
= 3𝑘𝑘𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑈𝑈𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝐼𝐼𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎 −

𝑟𝑟𝑟𝑟
9.549

(6.7) 

Where 𝒏𝒏𝟏𝟏 is Synchronous speed, 𝑛𝑛2 is rotor speed which equals to machine rotating speed 𝒓𝒓. All 

speeds in the unit of RPM and torque in the unit of N·m. 𝒌𝒌𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑  is the power factor, 

𝑼𝑼, 𝑰𝑰,𝑼𝑼𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑, 𝑰𝑰𝒑𝒑𝒉𝒉𝒂𝒂𝒂𝒂𝒂𝒂  are operating bus voltage, bus current, phase voltage and phase current, 

respectively.  

The above formula (Equation 6.7) for heat dissipation calculation is suitable for single 3-phase 

EM. Therefore, it can be found that the additional winding losses, iron losses and mechanical 

losses of EM have following common characteristics:  

1) They are all hard to be calculated analytically with high accuracy, the relative FEA tools.  

2) They are all strongly correlated with EM frequency, and the EM operating frequency 𝒇𝒇 is 

proportional to EM rotating speed.  
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It can be observed from Equation 6.7 that the overall heat loss power of EM 𝑷𝑷𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉  can be roughly 

expressed by four EM operating features[𝑼𝑼, 𝑰𝑰, 𝒓𝒓, 𝝉𝝉], so we choose 𝑼𝑼, 𝑰𝑰 as electrical input features 

and 𝒓𝒓, 𝝉𝝉 as mechanical input features for our ML temperature prediction model construction. They 

all have significant contributions to EM winding temperature rise.  

For now, the related electrical & mechanical features were introduced above for the construction 

of our temperature prediction ML model construction. However, if we build our ML model based 

on only electrical and mechanical features, it is quite similar with the conventional analytical 

thermal simulation methods for EMs. Such features are not enough for dealing with the unexpected 

practical temperature distribution during EM operating scenarios. Therefore, real-time thermal 

sensing data are required as additional input features. Other two categories of thermal sensing 

features were involved for the compensation of unexpected conditions: simultaneous central 

wavelengths of FBG sensors [𝑪𝑪𝑪𝑪𝟏𝟏, …𝑪𝑪𝑪𝑪𝑵𝑵] and temperatures measured by in-situ thermocouples 

[𝑻𝑻𝟏𝟏,𝑻𝑻𝟑𝟑 …𝑻𝑻𝟐𝟐𝟐𝟐−𝟏𝟏] inside EM windings. 𝑵𝑵 and 𝑴𝑴 are the count-related numbers for FBG sensing 

points and target positions of EM windings, respectively.  

The final structure of a complete dataset 𝑺𝑺 for ML model includes: 

𝑆𝑆 = {[𝑋𝑋,𝑌𝑌]𝑖𝑖}𝑖𝑖=1𝑛𝑛 ,[𝑋𝑋,𝑌𝑌]𝑖𝑖 ∈ 𝑅𝑅 

 Within the dataset 𝑆𝑆, multi-scale input features 𝑿𝑿𝒊𝒊: 

𝑋𝑋𝑖𝑖 = [𝐶𝐶𝐶𝐶1, …𝐶𝐶𝐶𝐶𝑁𝑁 , 𝐼𝐼,𝑉𝑉, τ, r,𝑇𝑇1,𝑇𝑇3 …𝑇𝑇2𝑀𝑀−1 ]𝑖𝑖  

Target multiple temperature outputs 𝒀𝒀𝒊𝒊: 
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𝑌𝑌𝑖𝑖 = [𝑇𝑇1,𝑇𝑇3 …𝑇𝑇2𝑀𝑀−1 ]𝑖𝑖  

where 𝒊𝒊 represents the 𝒊𝒊_𝒕𝒕𝒕𝒕 order sample array in time series containing the multi-dimensional 

input features and the target outputs of temperatures, 𝒏𝒏 represents the total sample size, and 𝑹𝑹 

represents the real number set.  

 

Figure 6.1. Overall ML regression model structure for internal EM winding temperature 

monitoring task. Including input features in three categories, “black-box” regression ML model, 

and target internal winding outputs at different positions inside winding.   

The overall ML model structure was designed as shown in Figure 6.1. The detailed ML model 

structures for different ML algorithms will be presented in next section.  

6.1.2 ML algorithm architecture 
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Support Vector Machine Regression (SVR)   

The temperature distribution of different positions inside the EM copper winding exhibits 

nonlinear characteristics over time, so we map the input features from the low-dimensional space 

to the high-dimensional space 𝐱𝐱 → 𝛟𝛟(𝐱𝐱)  through nonlinearity (Figure 6.2), to facilitate the 

realization of support vector regression (SVR) in the high-dimensional feature space operation, the 

hyperplane function f(x) of the nonlinear mapping can be expressed as: 

𝑓𝑓(𝑥𝑥) =  𝜔𝜔𝑇𝑇 ⋅ 𝜙𝜙(𝑥𝑥) + 𝑏𝑏 (6.8) 

Among them, ω, x, b are weight coefficient, input features and intercept respectively. In order to 

solve the parameters of the hyperplane function, we introduce slack variables {𝜉𝜉𝑖𝑖−}𝑖𝑖=1𝑛𝑛  and {𝜉𝜉𝑖𝑖+}𝑖𝑖=1𝑛𝑛 , 

which control the upper and lower bounds of the output. The goal becomes to find the hyperplane 

function f(x) that satisfies: 

�

f(x) =  ω𝑇𝑇 ⋅ ϕ(x) + b

min𝑅𝑅 (𝜔𝜔, 𝑏𝑏, 𝜉𝜉) =
1
2
‖𝜔𝜔‖2 + 𝐶𝐶�(𝜉𝜉𝑖𝑖− + 𝜉𝜉𝑖𝑖+)

𝑛𝑛

𝑖𝑖

(6.9) 

s. t. �
𝑦𝑦𝑖𝑖 − 𝑓𝑓(𝑥𝑥) ≤ 𝜀𝜀 + 𝜉𝜉𝑖𝑖−

𝑓𝑓(𝑥𝑥) − 𝑦𝑦𝑖𝑖 ≤ 𝜀𝜀 + 𝜉𝜉𝑖𝑖+
 and(𝜉𝜉𝑖𝑖−, 𝜉𝜉𝑖𝑖+ ≥ 0, ε > 0) (6.10) 

Where 𝛆𝛆 is the parameter of the epsilon-insensitive loss function combined with L2 regularization, 

and 𝑪𝑪 is the penalty factor related to squared L2 penalty for epsilon – insensitive loss function. To 

find the optimal function solution for formula (6.9), we need to introduce the Lagrange multiplier 

𝜶𝜶𝒊𝒊,𝜶𝜶𝒊𝒊∗and types of kernel functions to construct the Lagrange equations, then formula (6.9) can be 
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transformed into an equivalent quadratic programming dual problem shown in formula (6.11), 

expressed as follows: 

max𝑅𝑅 (𝛼𝛼𝑖𝑖 ,𝛼𝛼𝑖𝑖∗) = −
1
2
�[(𝛼𝛼𝑖𝑖∗ − 𝛼𝛼𝑖𝑖)�𝛼𝛼𝑗𝑗∗ − 𝛼𝛼𝑗𝑗�
𝑛𝑛

𝑖𝑖,𝑗𝑗

ϕ(𝑥𝑥𝑖𝑖)ϕ�𝑥𝑥𝑗𝑗�]

+�𝛼𝛼𝑖𝑖∗(𝑦𝑦𝑖𝑖 − 𝜀𝜀)
𝑛𝑛

𝑖𝑖

−�𝛼𝛼𝑖𝑖(𝑦𝑦𝑖𝑖 + 𝜀𝜀)
𝑛𝑛

𝑖𝑖

(6.11)

 

s. t.��
(𝛼𝛼𝑖𝑖 − 𝛼𝛼𝑖𝑖∗) = 0

𝑛𝑛

𝑖𝑖
𝛼𝛼𝑖𝑖 ≥ 0,𝛼𝛼𝑖𝑖∗ ≤ 𝐶𝐶 

 (6.12) 

After solving the minimum value of the Lagrange equations in formula (6.12), the support vector 

regression function including the non-linear mapping of the kernel function can be obtained, which 

is expressed as follows: 

f(x) = �[(𝛼𝛼𝑖𝑖 − 𝛼𝛼𝑖𝑖∗)𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� + 𝑏𝑏]
𝑛𝑛

𝑖𝑖,𝑗𝑗

(6.13) 

In formula (6.13), 𝐾𝐾�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = ϕ(𝑥𝑥𝑖𝑖)ϕ�𝑥𝑥𝑗𝑗� , which is the kernel function of support vector 

regression model. 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 are the 𝑖𝑖_𝑡𝑡ℎ and 𝑗𝑗_𝑡𝑡ℎ input feature vectors.  

In our winding internal temperature prediction task, the selected kernel functions include (formula 

6.14-16): radial basis (RBF) kernel function 𝐾𝐾1(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗) , Sigmoid kernel function 𝐾𝐾2(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗) , 

polynomial kernel function 𝐾𝐾3(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗), with their expressions are as follows: 

𝐾𝐾1�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = exp �−𝛾𝛾�𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗�
2� (6.14) 
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𝐾𝐾2�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = tanh�𝛾𝛾𝛾𝛾𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗 + 𝑏𝑏0� (6.15) 

𝐾𝐾3�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = �𝛾𝛾𝛾𝛾𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗 + 𝑏𝑏0�
𝑑𝑑 (6.16) 

The math symbols mentioned in formula 6.14-6.16 are same as the hyperparameters symbols 

defined in sci-kit learn software library. The names and range of these SVR hyperparameters will 

be presented in Table 6.3. 

 

Figure 6.2. The structure of SVR model for EM internal winding temperature prediction. This 

structure presents the details inside the “grey box” of ML model shown in Figure 6.1 based on 

SVR algorithm. Kernel functioning is the core method for SVR model, and three types of kernel 

functions were employed and tested for optimal SVR model construction.  

Multi-layer Perceptron Regression  

Here we employed the vanilla form of artificial neuron network (ANN)-Multi-layer Perceptron 

Regression (MLPR) method (Figure 6.3) to build a model for our internal winding temperatures 
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estimation task. Both SVR and MLPR models were developed based on the single perceptron 

structure, while SVR employed kernel method and MLPR introduced “neurons” within multiple 

hidden layers, activation function for hidden layer outputs, and back-propagation (BP) methods to 

train the ANN model for solving the nonlinear regression problem.  In our application, several 

types of solvers for weight optimization during BP process and activation functions were employed 

for seeking the optimal MLPR model structure. The solver/optimizer function types including L-

BFGS [180] , stochastic gradient descent (SGD) [181] and adaptive moment estimation (Adam) 

[182]. The options of activation functions (formula 6.17-20) including identity function 𝐴𝐴1(𝑥𝑥) , 

logistic sigmoid function 𝐴𝐴2(𝑥𝑥), hyperbolic sigmoid tan (tanh) function 𝐴𝐴3(𝑥𝑥), and rectified linear 

unit (ReLU) function 𝐴𝐴4(𝑥𝑥), with formulas shown:  

𝐴𝐴1(𝑥𝑥) = x (6.17) 

𝐴𝐴2(𝑥𝑥) = 1 [1 + exp(−𝑥𝑥)]⁄ (6.18) 

𝐴𝐴3(𝑥𝑥) = tanh(𝑥𝑥) (6.19) 

𝐴𝐴4(𝑥𝑥) = max  (0, 𝑥𝑥) (6.20) 

The MLPR model employed square error loss function with MLPR regularization parameter α 

(equation 6.21) to determine the structure of ANN regression model for internal winding 

temperature prediction task:  

α = 1 2𝐶𝐶⁄ (6.21) 
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where 𝑪𝑪  is the same penalty factor introduced in SVR model part. MLPR regularization 

parameter α is introduced here since it is one of the hyperparameters of MLPR algorithm in sci-

kit learn ML package, which will be employed for ML model training and optimization later. The 

names and range of these MLPR hyperparameters will be presented in Table 6.3. 

 

Figure 6.3. Structure of MLPR (ANN) model for EM internal winding temperature prediction. This 

structure presents the details inside the “grey box” of ML model shown in Figure 6.1 based on 

ANN algorithm. The size of neuron network (including number of layers and neurons within each 

layer) and types of activation functions need to be determined for the construction of our target 

temperature prediction ANN model.    

Random Forest Regression  

Random Forest Regression (RFR) is a type of Bagging ensemble machine learning algorithm [183], 

which mitigate the overfitting problem of conventional decision tree algorithm. Unlike the two 
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methods SVR and ANN above, the basic idea of RFR is training several single “weak” models and 

combining them together to perform as a “powerful” model for specific task with improved 

regression performance. Here the single model we employed was decision tree (CART) [184] , 

after training all the “trees” using bootstrap sampling algorithm , we summed the values of trees’ 

outputs and took the mean value as the RFR model final output (Figure 6.4). Therefore, for the 

construction of RFR model, two main parameters were required to be determined: the number of 

trees 𝒌𝒌 within the forest and the maximum depth of each tree 𝒅𝒅𝒅𝒅𝒅𝒅𝒎𝒎𝒎𝒎𝒎𝒎. Additionally, statistical 

means (e.g. absolute error, square error, Poisson deviance) can be employed as the node impurity 

function for RFR model output evaluation.  

 

Figure 6.4. Structure of RFR model for EM internal winding temperature prediction. This 

structure presents the details inside the “grey box” of ML model shown in Figure 6.1 based on 
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RFR algorithm. The size of “forest” is scenario-dependent and needs to be determined for the EM 

thermal monitoring application.   

Table 6.1. Scope of multiple ML regression algorithms chosen for EM winding Temperature 

Prediction Application. The content of this table was summarized and modified upon [185].  

SVR ANN (MLPR) RFR 

Good generalization ability 
for nonlinear regression 

problem 

High regression accuracy 
can be achieved by tuning 

Simple statistical 
principle and easy to be 

implemented 

Suitable for small sample size 
& non-large feature 
dimensions problem 

Strong nonlinearity fitting 
ability 

High tolerance to noise & 
outliers 

Shallowing learning structure: 
good interpretable & low 
calculation complexity 

Relative high data fault 
tolerance (since the number 

of neurons is large) 

Able to avoid overfitting 
somehow (since each tree 
randomly selected part of 

features) 

Sensitive to the choice of 
kernel & the values of SVR 

hyperparameters 

Time-cost and overfitting 
occur with the increase of 
neuron and layer number 

(i.e. large-scale deep 
network) 

Complex 
hyperparameters to be 

tuned 

Hard to be trained & 
constructed for the very large-

scale data 

No specific principle for 
parameter tuning 

(experience-dependent), 
poor interpretable 

Training time costly as 
the number of tress 

increase 

Poor regression performance 
for high dimension feature 

scenario 

Trade-off between high 
regression accuracy and 

generalization ability 

Cannot make predictions 
that go beyond the scope 

of the training set data 
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The literature analysis of three types of ML algorithms were described in Table 6.1. The trade-offs 

of ML algorithms were listed and the actual ML models based on these algorithms are required for 

the comparison of temperature prediction performances after the experimental test-rig construction.   

6.1.3 FBG-ML combined EM multi-sensor system construction  

In this section, the construction process of EM multi-sensor test-rig will be presented. The structure 

of customized multi-grating FBG string for winding thermal monitoring is demonstrated in Figure 

6.5 with its optical intensity spectrum in static condition under general room temperature 25 ℃ 

(Figure 6.6). The TCs and FBG sensors layout and practical implementation is demonstrated in 

Figure 6.7. Additionally, the operating specifications of under-test Brushless Permanent Magnet 

Outer Rotor (BPMOR) EM for thermal experiments is shown in Table 6.2.  

 

Figure 6.5. Structure of 8-point multi-grating FBG sensors with wavelength division multiplexing 

technique applied. 
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Figure 6.6. Optical spectrum of 8-point multi-gratings FBG (physically stable, 25℃). The initial 

central wavelengths of each grating were labelled on the top of spectral peaks.  
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a)                                                                            b) 

 

c)  

Figure 6.7. Temperature sensors implementation a) scheme design, and b) demonstration photo 

of sensors implementation. Both TCs and FBG multi-grating string were implemented within EM 

copper winding for data acquisition and further ML model performance validation. c) Photo of 

EM copper winding manufacturing process with temperature sensors embedded.  
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Table 6.2. Specifications of Brushless Permanent Magnet Outer Rotor (BPMOR) EM used in our 

thermal experiment. 

BPMOR Electric Motor specifications 

(Nominal condition: under 47-inch carbon fibre propeller loaded condition) 

Rated Power (Nom. / Max.) 6 kW / 12 kW 

Winding type Double 3-phase 

Rated Speed 2480 RPM 

Rated Torque (Nom. / Max.) 20 Nm / 43Nm 

DC Bus Voltage 270 V 

Rated Current (Nom./Max.) 23 A / 45 A 

Slot/Pole number 36/42 

Single conductor/Copper diameter 0.5055/0.4547 mm 

Copper Fill factor 0.6083 

Duty-cycle modes (IEC Standard) S1, S2, S3, S9, S10 

Winding Configuration Centralized 

Armature Diameter 137.6 mm 

Average length per turn 120 mm 

Insulation class F 
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After introducing the temperature sensor layout and BPMOR EM specifications used for thermal 

experiments, the overall multi-sensor test rig schematic design (Figure 6.8) and photos (Figure 6.9) 

are presented. 

 

Figure 6.8. Schematic of overall multi-sensor test rig for EM thermal monitoring. The raw data of 

multiple EM physical parameters will be captured and transmitted to PC by multi-sensors for the 

full dataset collection for ML temperature prediction model construction.  
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Figure 6.9. Photos of constructed EM multi-sensors test rig, including FBG & thermocouple 

sensor systems, EM controller, PC, power analyzer (Yokogawa WT1806E) & EM test bench 

(LYFH LY-70KGF) with torque and rotating speed sensors installed.  

Now we may briefly conclude the overall process of how this EM winding thermal sensing system 

works shown in Figure 6.10: First of all, for the consideration for constructing full-size database, 

8 TCs and 8-gratings FBG string were embedded within EM windings. FBG string was wound on 

the surface while the TCs were buried in the middle of centralized winding for comprehensive data 

collection (Figure 6.7). Then, during the multiple duty modes thermal experiments of EM, 

collected all the data including optical spectral, electrical, mechanical and thermal by the multi-

sensor test rig. Based on the database above, applying data preprocess and dataset separation for 

ML models construction.  
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Figure 6.10. Overall optimized multi-source fusion sensor system for EM winding internal 

temperature monitoring. Specific methods or tools for each step were labelled in orange colour 

and details will be explained in the following sections.  

Five typical duty modes (S1, S2, S3, S9, and S10) of rotating EM operations were chosen, and the 

corresponding thermal experiments were conducted for overall data collection as we planned in 
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previous section. The above five EM duty modes were chosen since they cover all the operation 

categories of EM [166]: continuous running duty (S1), short-time duty (S2), periodic duty (S3~S8), 

non-periodic duty (S9) and discrete constant loads duty (S10). As shown in Figure 6.10, the overall 

raw data obtained from multi-sensor system we constructed in advance were recorded with 

different types of EM duty cycle thermal experiments. The data pre-processing methods were 

applied to the sequential raw data for ML model datasets construction, including raw sensing data 

cleansing/smoothing, and feature data standardization. Then the ‘clean data’ was separated into 

training, validation and testing datasets using time series data split method for ML model 

construction. Three types of ML algorithms were employed for the performance comparison of 

our EM internal winding temperature prediction task. Finally, the overall prediction performance 

of ML models was analysed in terms of both ML algorithm types and EM operation duty modes. 

The detailed source code of ML models can be checked in Appendix-2. Scikit learn code for multi-

position inner winding temperature prediction.  

6.1.4 Data pre-processing 

6.1.4.1 Data cleansing 

In this application for EM winding temperature prediction, a method called exponential smoothing 

(ES) will be used for the first step of data cleansing, it was employed against the natural intrinsic 

noises introduced by our different types of raw data collection devices, including the FBG 

interrogator, torque/speed sensors of motor test bench, and power analyzer. Among the 

international duty cycles of rotating electric machines (S1-S10) [166], we chose S1, S2, S3, S9 

and S10 as target EM operation modes to train and test our temperature prediction models with 

various regression algorithms.  
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The data cleansing tool we employed in our project is “tsmoothie”, a python library for time-series 

smoothing and outlier detection in a vectorized way [186]. All categories of input features 

(electrical, mechanical and FBG spectral) in time series will be fed into the “ExponentialSmoother” 

function of tsmoothie lib. This function will provide vectorization to all time-series data input at 

first, then operates convolutions of fixed dimensions on series using weighted window and 

computing in an exponential way. This data smoothing method is suitable for our sequential 

thermal prediction task with non-linear data existed both within input features and outputs. The 

sampling rate of all data types was set as 1Hz during our thermal experiments. The data cleansing 

results of different EM duty modes were shown below (Figure 6.15, Figure 6.16).  
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Figure 6.11. S1-Electrical (Current & voltage) and mechanical (rotating speed & torque) features 

time-series raw data cleansing using “tsmoothie ExponentialSmoother”, the solid black curves 

represent the raw data collected from corresponding sensors while the dash red curves are the 

data after cleansing. The sampling rates are all 1Hz.  
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Figure 6.12. S1-FBG optical spectral features (FBG central wavelengths) time-series raw data 

cleansing using “tsmoothie ExponentialSmoother”, the solid black curves represent the raw data 

collected from FBG interrogator while the dash red curves are the data after cleansing. The 

sampling rate is 1Hz. 
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Figure 6.13. S2-Electrical (Current & voltage) and mechanical (rotating speed & torque) features 

time-series raw data cleansing using “tsmoothie ExponentialSmoother”, the solid black curves 

represent the raw data collected from corresponding sensors while the dash red curves are the 

data after cleansing. The sampling rates are all 1Hz. 
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Figure 6.14. S2-FBG optical spectral features (FBG central wavelengths) time-series raw data 

cleansing using “tsmoothie ExponentialSmoother”, the solid black curves represent the raw data 

collected from FBG interrogator while the dash red curves are the data after cleansing. The 

sampling rate is 1Hz. 
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Figure 6.15. S3-Electrical (Current & voltage) and mechanical (rotating speed & torque) features 

time-series raw data cleansing using “tsmoothie ExponentialSmoother”, the solid black curves 

represent the raw data collected from corresponding sensors while the dash red curves are the 

data after cleansing. The sampling rates are all 1Hz. 
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Figure 6.16. S3-FBG optical spectral features (FBG central wavelengths) time-series raw data 

cleansing using “tsmoothie ExponentialSmoother”, the solid black curves represent the raw data 

collected from FBG interrogator while the dash red curves are the data after cleansing. The 

sampling rate is 1Hz.  
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Figure 6.17. S9-Electrical (Current & voltage) and mechanical (rotating speed & torque) features 

time-series raw data cleansing using “tsmoothie ExponentialSmoother”, the solid black curves 

represent the raw data collected from corresponding sensors while the dash red curves are the 

data after cleansing. The sampling rates are all 1Hz. Such non-periodic duty mode is self-designed.   
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Figure 6.18. S9-FBG optical spectral features (FBG central wavelengths) time-series raw data 

cleansing using “tsmoothie ExponentialSmoother”, the solid black curves represent the raw data 

collected from FBG interrogator while the dash red curves are the data after cleansing. The 

sampling rate is 1Hz.  
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Figure 6.19. S10-Electrical (Current & voltage) and mechanical (rotating speed & torque) 

features time-series raw data cleansing using “tsmoothie ExponentialSmoother”, the solid black 

curves represent the raw data collected from corresponding sensors while the dash red curves are 

the data after cleansing. The sampling rates are all 1Hz. 
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Figure 6.20. S10-FBG optical spectral features (FBG central wavelengths) time-series raw data 

cleansing using “tsmoothie ExponentialSmoother”, the solid black curves represent the raw data 

collected from FBG interrogator while the dash red curves are the data after cleansing. The 

sampling rate is 1Hz. 

It can be observed in plots from Figure 6.11 to Figure 6.20, the effects of data cleansing were not 

intuitively presented in figures. It can be explained from the plots of raw data: we found that the 

intrinsic noises in our experimental raw data were relatively low, which credited to the good quality 

of sensor hardware. However, for the robustness of overall design process of our FBG-ML 

combined intelligent thermal monitoring system, the data cleansing step must be considered in 
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advance so that we can deal with the conditions if noisy feature data occurs in future cases.    

6.1.4.2 Data standardization  

We have multi-dimensional input features in various scales for our EM winding temperature 

prediction task. The advanced data standardization step will be required. The aim of  this step is to 

improve the 1) convergence rate and 2) prediction accuracy of our trained ML models. The 

mathematic formula for ‘z-score’ standardization method is shown in equation (6.22):  

𝑥𝑥𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠 =
𝑥𝑥𝑖𝑖 − 𝑥̅𝑥
𝜎𝜎

, 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝜎𝜎 = �
1

𝑛𝑛 − 1
�(𝑥𝑥𝑖𝑖 − 𝑥̅𝑥)2
𝑛𝑛

𝑖𝑖=1

(6.22) 

Where 𝒙𝒙𝒊𝒊 is the original feature data, 𝒙𝒙� is the mean value of corresponding feature data, and 𝝈𝝈 is 

the standard deviation corresponding feature data.  

The formula above will be applied to all types of sequential input features shown in Figure 6.1. 

After comparing the ML model training speed of using 1) original feature data in multi-scales 𝒙𝒙𝒊𝒊 , 

and 2) standardized feature data𝒙𝒙𝒊𝒊𝒔𝒔𝒕𝒕𝒕𝒕 , we found that such standardization method would also 

dramatically improve the training speed of ML model construction (i.e. reduce the ML model 

construction time consumption). Therefore, the feature data standardization is considered as the 

compulsory data preprocessing method in our EM temperature prediction application.  

6.1.4.3 Training data set separation method: Time series dataset split 

Since the clean and standardized data were obtained, data split for three categories datasets 

preparation (training, validation and testing datasets) need to be considered for ML model 
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construction. For time series datasets within this EM winding temperature prediction scenario, the 

datasets separation cannot be achieved by random train-test split as carried out in general 

regression ML tasks. Common cross validation methods, including K-Fold or Shuffle cannot be 

applied due to the time sequence problems, which may cause the problems of time-series features 

crossover. For instance, the future feature/output combination may be used to predict past data. 

Such cross-validation results shall make no sense for our target industrial temperature prediction 

scenario and can easily cause overfitting/underfitting problems of ML models. In order to solve 

the prediction problem of time series datasets, time series cross validation method (Figure 6.21) 

was employed in this research.  

 

Figure 6.21. Demonstration of time series dataset split method for time-series regression problem 

[187], it adopts the strategy of forward chaining, i.e. divide each folding dataset in chronological 

order for ML model training and testing.  

In our case, the S3 duty mode datasets were employed for ML training and validation since the 

periodic operating mode is considered as the most common duty modes among electrical industry, 
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also the S3 data covers the thermal characteristics of EM including both “running” and “resting” 

conditions, which is suitable for ML model to learn how thermal field will distribute within EM 

windings. The overall data aggregated around 10 hours were recorded with sampling rate at 1 Hz.  

Therefore, there will be around 30 thousands samples in total,  with twenty components each 

sample. These components include sixteen input features and four target temperature outputs as 

shown in Figure 6.1.  

6.2 Multiple duty cycles results 

The sequential temperature prediction results of EM under multiple duty-cycle conditions will be 

presented in this section. The evaluation of ML temperature prediction performance will be 

presented and compared among different types of ML algorithms (SVR, ANN and RFR).   

6.2.1 ML modelling  

To find the optimal ML regression model with most satisfied performance, the optimal 

hyperparameter combination needs to be found for any given specific application. An exhaustive 

search method over assigned parameter values was employed in this application called grid search 

cross validation. The range of hyperparameters to be validated exhaustively and the optimized 

values in this winding thermal monitoring application are shown in Table 6.3. The construction of 

our ML models was based on “Scikit-Learn” open access Python machine leaning development 

environment [173]. The range of all hyperparameters for three types of ML models were chosen 

manually for grid-search ML model optimization and model converge. The range of 

hyperparameters were given based on the characteristics of our EM thermal monitoring application. 

(i.e. small sample size, non-large input feature dimension, time-series prediction scenario).  𝑹𝑹𝟐𝟐 
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(Coefficient of determination) was employed as regression score function for best hyperparameter 

combination selection. 

ML optimized model regression performance evaluation 

Several regression performance indices (formula 6.23-26) were employed to evaluate the overall 

performance of winding internal temperatures predictions, with the formulas shown below, where 

𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒊𝒊  were the internal winding temperatures measured by thermocouples during multiple 

duty cycle thermal experiments and 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒊𝒊   were the predicted target temperature values 

estimated by ML models.  

Mean absolute error (MAE): 

𝑒𝑒𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑁𝑁
∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �𝑁𝑁
𝑖𝑖=1 (6.23) 

Root mean squared error (RMSE): 

𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �2𝑁𝑁
𝑖𝑖=1 (6.24) 

Coefficient of determination (𝑹𝑹𝟐𝟐): 

𝑅𝑅2 = 1 −
∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 −𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑖𝑖 �

2𝑁𝑁
𝑖𝑖=1

∑ �𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 −𝑇𝑇�𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 �
2𝑁𝑁

𝑖𝑖=1
(6.25) 

Explained variance score (EVS): 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑒𝑒𝑒𝑒 = 1 −
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑐𝑐𝑐𝑐�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 �
(6.26) 
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𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 − 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 �

= 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖 � + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉�𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 � − 2Cov(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑖𝑖 ,𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖 ) 

In our EM winding temperature prediction application, the Coefficient of determination (𝑹𝑹𝟐𝟐) was 

employed as the prime regression score function for optimal hyperparameter combination selection 

during the ML model optimization process of our three types of ML algorithms (SVR, ANN, and 

RFR). Other regression performance indices will also be analysed to give a comprehensive and 

robust regression performance evaluation of our ML models.  
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Table 6.3. Hyperparameter range for grid search & optimized values for multiple algorithms in 

this EM winding temperature monitoring application. To be noticed, the optimal hyperparameter 

combination would vary with the EM specifications. The values shown in this table was based on 

the EM specifications shown in Table 6.2.  

ML 
regression 
algorithms 

Hyperparameters Range Optimized 
value 

SVR 

Kernel functions RBF, Sigmoid, Polynomial Sigmoid 
Penalty factor 'C' [0.1, 0.5, 0.9, 1, 5, 7, 9, 10] 5 

Kernel coefficient 'γ' [0.001, 0.01, 0.1, 1] 0.01 
Epsilon-insensitive loss 

coefficient 'ε' [0.01,0.05.0.1,0.2,0.5] 0.2 

Degree 'd' [1,2,3,4,5] 3 
Constant term of kernel 

function 'b_0' [0,0.5,1, 2, 4, 5] 0 

ANN 
(MLPR) 

Number of layers [1,2,3 … 10] 2 
Number of neurons each 

layer [3,4,5 … 30] 7 

Activation functions identity, logistic, tanh, 
"ReLU"] ReLU 

Optimization solvers L-BFGS, SGD, Adam Adam 

L2 regularization parameter 
'α' 

[0.0000005, 
0.000005,0.00005,0.0005,0.0

05,0.05] 
0.0005 

RFR 

Number of trees 'k' [5, 10, 15 … 200] 10 
Limited max depth of each 

tree 'dep_max' [5, 6, 7… 50] 30 

Minimum samples of each 
leaf [1, 2, 3 … 20] 6 

Minimum samples for split [2, 3, 4 … 20] 11 
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It can be observed from the ML model construction & optimization results shown in Table 6.3, the 

EM winding temperature prediction task will be completed with a relative shallow ML model 

structure: SVR is a shallow machine learning algorithm naturally, and deep ANN with more layers 

and neurons did not present a better temperature prediction, neither for the larger RFR model.  

The following sections will present the testing results using the optimised ML models we obtained 

shown in Table 6.3. The internal winding temperature prediction results will be presented in time 

series at planned ‘even’ ex-situ sensor positions in all four different EM testing duty modes (S1, 

S2, S9 and S10).  

6.2.2 ML models performances on multiple EM duty-cycles  

ML models for EM internal winding temperature prediction: Continuous running duty S1 

In this section, the ML model testing results of S1 (continuous running duty) EM duty mode will 

be presented by time-series plots. In addition, the regression performance comparison based on the 

types of ML algorithms will be analysed using four statistical regression performance indicators.  
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Figure 6.22. EM winding internal temperatures at “even” positions-ML models testing results of 

S1 duty mode: temperature outputs of ML models are shown in curves T_2, T_4, T_6, and T_8 

with different ML algorithm type labelled, while the experimental results measured by implemented 

thermocouples inside EM windings are shown in T_Exp with corresponding positions labelled.  

 

Figure 6.23. EM winding internal Hot-spot temperature-ML models testing results of S1 duty mode: 

temperature outputs of ML models are shown in curves HotSpot with different ML algorithm type 
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labelled, while the experimental results measured by implemented thermocouples inside EM 

windings are shown in HotSpot_Exp, which was obtained by applying a simple maximum value 

filtering within all 8 thermocouples measurements results.  

 

Figure 6.24. ML models regression performance (for S1) comparison based on the algorithm types.  

By comparing the time-series temperature plots as well as the regression performance indices, we 

found that ANN presented the best temperature prediction performance with high scores and low 

errors. SVR and RFR models had poor estimation of final, stable temperature estimation compared 

to the ANN model. However, ANN model had outlier temperature outputs in both T_4 and HotSpot 

curves while the EM continuous running operation started at the very beginning stage. Such wrong 

predictions were avoid by SVR and RFR models, which indicated they were relatively robust to 

the dramatic variation of input features. Even considering the strong outlier effects to the MAE 

and RMSE indicators, ANN still presented the best regression performance for EM S1 duty mode.  
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ML models for EM internal winding temperature prediction: Short-time duty S2 

In this section, the ML model testing results of S2 (Short-time duty) EM duty mode will be 

presented by time-series plots. In addition, the regression performance comparison based on the 

types of ML algorithms will be analysed using four statistical regression performance indicators.  

 

Figure 6.25. EM winding internal temperatures at “even” positions-ML models testing results of 

S2 duty mode: temperature outputs of ML models are shown in curves T_2, T_4, T_6, and T_8 

with different ML algorithm type labelled, while the experimental results measured by implemented 

thermocouples inside EM windings are shown in T_Exp with corresponding positions labelled. 
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Figure 6.26. EM winding internal Hot-spot temperature-ML models testing results of S2 duty mode: 

temperature outputs of ML models are shown in curves HotSpot with different ML algorithm type 

labelled, while the experimental results measured by implemented thermocouples inside EM 

windings are shown in HotSpot_Exp, which was obtained by all thermocouples measurements 

maximum value filtering. 
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Figure 6.27. ML models regression performance (for S2) comparison based on the algorithm types. 

We found that similar temperature prediction results of S1 has been presented in S2 mode. Since 

no outlier values occur within the ML model prediction results, the errors of all types of algorithms 

were smaller than those of S1 results. Both SVR and ANN models showed good performance for 

S2 duty mode, while RFR model still had the wrong estimation of peak temperature values.  

ML models for EM internal winding temperature prediction: Non-periodic duty S9 

In this section, the ML model testing results of S9 (Non-periodic duty) EM duty mode will be 

presented by time-series plots. In addition, the regression performance comparison based on the 

types of ML algorithms will be analysed using four statistical regression performance indicators.  
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Figure 6.28. EM winding internal temperatures at “even” positions-ML models testing results of 

S9 duty mode: temperature outputs of ML models are shown in curves T_2, T_4, T_6, and T_8 

with different ML algorithm type labelled, while the experimental results measured by implemented 

thermocouples inside EM windings are shown in T_Exp with corresponding positions labelled.  
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Figure 6.29. EM winding internal Hot-spot temperature-ML models testing results of S9 duty mode: 

temperature outputs of ML models are shown in curves HotSpot with different ML algorithm type 

labelled, while the experimental results measured by implemented thermocouples inside EM 

windings are shown in HotSpot_Exp, which was obtained by all thermocouples measurements 

maximum value filtering. 
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Figure 6.30. ML models regression performance (for S9) comparison based on the algorithm types. 

All types of ML algorithms presented acceptable temperature distribution results in the non-

periodic duty mode S9. This a very important break point, which proved the good generalization 

ability of our ML models. ANN presented the best performance among the three algorithms. 

Additionally, an interesting phenomenon was plotted in the curve of T_2, which represents the 

temperature record of position 2 within winding. All three ML models give the opposite 

temperature trend compared to the experimental results. If we checked temperature trends in 

position 4, 6, and 8, we found that they all presented the same trend as the ML models predicted 

at position 2. In practice, the temperature variation trend of different positions on same winding 

will be same, even if temperature difference existed. Therefore, according to the majority principle, 

we just assumed that the ML models presented the right temperature trend at position 2 of winding. 

Such result indicated that our ML models were able to understand the effects of input features on 

thermal distribution and made right temperature predictions as the compensation for random 
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sensor failure.  

ML models for EM internal winding temperature prediction: Discrete Constant Loads duty 

S10 

In this section, the ML model testing results of S10 (Discrete Constant Loads duty) EM duty mode 

will be presented by time-series plots. In addition, the regression performance comparison based 

on the types of ML algorithms will be analysed using four statistical regression performance 

indicators.  

 

Figure 6.31. EM winding internal temperatures at “even” positions-ML models testing results of 
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S10 duty mode: temperature outputs of ML models are shown in curves T_2, T_4, T_6, and T_8 

with different ML algorithm type labelled, while the experimental results measured by implemented 

thermocouples inside EM windings are shown in T_Exp with corresponding positions labelled.  

 

Figure 6.32. EM winding internal Hot-spot temperature-ML models testing results of S10 duty 

mode: temperature outputs of ML models are shown in curves HotSpot with different ML algorithm 

type labelled, while the experimental results measured by implemented thermocouples inside EM 

windings are shown in HotSpot_Exp, which was obtained by all thermocouples measurements 

maximum value filtering. 
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Figure 6.33. ML models regression performance (for S10) comparison based on the algorithm 

types. 

In S10 duty mode, we found that both SVR and ANN models presented acceptable temperature 

prediction results over the target positions within EM windings. RFR still presented unsatisfied 

temperature estimation on the peak temperature values.  

6.2.3 Discussions & Performance comparisons 

It can be observed from the analysis and discussion of ML model prediction performances:  

1) There are temperature differences among different positions inside EM windings. Therefore, 

the failure potential of overheating has been proven and the comprehensive thermal monitoring 

is necessary for the safety of EM operation.  

2) Both SVR and ANN algorithm-based models presented good temperature prediction accuracy 
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and good generalization ability under various EM duty modes. Even when statistical errors 

existed, they still delivered the “overestimation” in temperature values rather than 

“underestimation”. For the prevention of overheating task, such miscalculation would 

introduce no thermal safety regime ignorance problem, which is acceptable. Inversely, the 

misestimating of peak temperature values by RFR model is not acceptable for practice, the 

users may lose the information of hotspot or “potential” hotspot on time and lead to overheating 

of EMs. All three types of ML algorithms presented their characteristics in the temperature 

estimation task, both advantages and defects. Therefore, we may employ them for EM thermal 

monitoring task after full considerations of those trade-offs.  

3) The design goals of our FBG+ ML thermal sensor system:  checking the feasibility of FBG 

sensors combined with ML algorithms for comprehensive EM winding thermal monitoring, 

has been achieved: in our thermal experiments, we employed the temperature readings of “odd” 

positions, EM electrical and mechanical data, and FBG spectral as input features, and 

temperatures at “even” positions (i.e. T_2, 4, 6, 8) as outputs, S3 mode datasets for ML model 

training. Then, the optimized SVR and ANN ML models were capable of conducting our 

temperature prediction task. Now, in our temporal ML models, the number of ratio between 

input TC measured temperatures (i.e. T_1, 3, 5, 7) and output ML predicted temperatures (i.e. 

T_2, 4, 6, 8) is 1:1. Such “thermal input-output ratio” of temperature values can be increased 

further by adjusting the structure of ML model at the design stage, until optimal sensor number 

obtained.  

4) Here we employed S3 duty mode datasets for ML models training and validation, other IEC 

standard defined duty modes (S1, S2, S9 and S10) for testing. In practice EM applications, the 

duty modes may be more complicated than S1-S10, it will be customised and scenario-
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dependent [188]. We must be aware of the fact that there is no common well-functioned ML 

models for different application scenarios within different EMs, but the construction process 

of this novel FBG+ ML thermal monitoring system is universal.  

To sum up, there are two (SVR & ANN) of these algorithms that presented acceptable temperature 

monitoring functions with inner-winding monitoring with ex-situ optimised sensor number of 

required temperature sensors, in terms of both prediction accuracy and generalization ability. 

However, still there are opportunities to improve the ML model performance in this application, 

such as optimising the content of training datasets, introducing more comprehensive 

hyperparameter list for grid search method. The temporal research has successfully proved the 

feasibility of using FBG + ML algorithms for internal, ex-situ EM winding temperature prediction 

under various duty modes. The output temperature data of EM winding can be used for further 

prognostic and health management of electric machines or other electrical device [181, 182].  

Additionally, there are some limitations & rough edges which existed within our EM thermal 

sensing system prototype: 1) The further generalization ability of our ML model still need to be 

proven when the inter-machine situations occur, although it has presented a good generalization 

ability for the intra-machine various duty modes conditions. 2) Lack of negative condition samples 

(e.g. actual hot-spots or overheating temperature data) within database, neither for training nor 

testing datasets. This is limited by the EM thermal experiments that we have conducted, no actual 

overheating failure occurred within our experimental EM. The database should be enriched in 

future during the thermal experiments for EM of target type.  

6.3 FBG with Electric Machines: summary of the findings 
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In this chapter, we presented the design & implementation process of a novel FBG-ML 

temperature monitoring system for comprehensive thermal monitoring of EM windings. A test rig 

and FBG-ML sensing system of EM were constructed for multiple EM duty cycles thermal 

experiments conduction and data collection. The multiple EM duty-cycle experimental data were 

employed for the construction and optimization of internal EM winding temperature prediction 

ML models construction. Three types of ML algorithms were chosen for temperature prediction 

performance comparison, and we found that the ANN (MLPR) model presented best performance 

in this EM winding temperature monitoring application compared to SVR and RFR, in terms of 

both accuracy and generalization ability for cross-duty cycle temperature prediction.  

Our novel sensing system has achieved the following improvements: 

1) Sensor number reduction without thermal monitoring resolution loss.  

2) “hot-spot” temperature value prediction. 

3) As the protocol stated in paper, once we completed the data collection with embedded 

temperature sensors in tested EM, no further large-scale winding-embedded sensors are required 

for same-type of EM for online temperature monitoring, only FBGs on windings surface, and small 

number of internal winding sensors are required for a comprehensive, internal temperature 

monitoring of EM windings. Such FBG + ML thermal monitoring system is suitable for EMs 

employed in high safety & robustness required scenarios, such as aerospace applications.  

4) This FBG-ML combined sensing system partially cancelled the cross-sensitive effects of FBG 

CW drift, since we set the CWs of FBG sensors as one category of ML input features while the 
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internal winding temperatures as outputs. The conventional FBG central wavelengths 

demodulation method is not required any more, we just left this calculation to trained ML models, 

and the intrinsic cross-sensitive effects of FBG sensors lead by mechanical disturbs can be 

compensated in this EM winding thermal monitoring application.  

The academic contribution of this chapter includes 1) Presenting a novel ML and FBG combined 

sensing system for comprehensive EM winding temperature monitoring, provide and complete an 

engineering solution by conducting various EM duty modes thermal experiments with FBG sensor 

implemented only on the surface of tested EM windings. 2) Applying various types of ML 

algorithms for temperature prediction, evaluate their performances, and conclude the optimal ML 

model (ANN) for our target tasks. 3) Presenting a complete design protocol of FBG-ML 

monitoring system construction, and scientifically verified that the optimal ML model is able to 

conduct the functions of a) multi-position inner winding temperatures prediction, and b) “hot-spot” 

temperature prediction. Till now, the experimental validation of FBG-ML thermal monitoring 

sensing system for EM has been completed as we planned.  
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7 Conclusion & Future work 

7.1 Conclusion & Outlook of this research   

In this PhD project, we have reviewed  the monitoring systems using multiple FOS techniques for 

all reliability parameters of EM.  Within different types of FOS principles, Fibre Bragg Grating 

(FBG) sensor was chosen for the thermal monitoring of EMs due to its outstanding advantages for 

EM thermal monitoring application as discussed in Chapter 2. We have designed and implemented 

an intelligent sensing method for EM thermal monitoring using FBG sensors with various types 

of ML algorithms successfully. To achieve the final task of EM comprehensive thermal monitoring, 

we designed the validation thermal experiments progressively: The thermal experiments have been 

conducted and validated on 1) ceramic power resistors, 2) enameled copper windings, 3) motorette 

and 4) operating electric machine. The lab version prototypes for each thermal objects above have 

been built and validated in the forms of both simulations and experiments shown in Chapter 3-6.  

However, it has been proved that there are  some other EM reliability parameters that can be  

measured by FBG sensors , for instance, vibrations, torque, and power as we  mentioned in the 

literature review chapter. One of the outlooks of this project is to extend the target EM physical 

parameter from one thermal indicator (temperature) to both mechanical and thermal multi-

parameters. The presented FBG monitoring prototypes in this project provide a clear and feasible 

design procedure template of intelligent sensor system construction for temperature monitoring. 

The monitoring system constructions for other EM parameters may just follow the progress shown 

in this project.  
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Another outlook is to construct the proposed closed loop FBG monitoring system for prognostics 

and health management (PHM) of EMs. In our project, we completed the most vital part of this 

PHM system: achieve EM comprehensive thermal monitoring with optimal sensor number using 

FBG sensors with ML algorithms. Adequate thermal distribution data can be provided by the 

verified outputs of ML models. The data enables EM control side to evaluate the health conditions 

of EM and respond appropriate control strategies for operating EM maintenance.  

7.2 Translational potential of this research 

We have applied three Chinese invention patents based on this PhD research project and they were 

all officially accepted by China National Intellectual Property Administration (CNIPA). Such 

achievement indicated the strong commercialization potentials of this project. We hypothesized 

and validated an FBG sensor prototype for electric machine thermal monitoring successfully in 

this PhD project, using the combination of FBG sensor and machine learning algorithms. In 

practice, we may employ such advanced sensing method for real-time multi-parameter monitoring 

under different industrial scenarios. For instance, we applied our first invention patent with name 

“A system and method for measuring internal temperature of electrical machine windings using 

fibre-optic sensors and machine learning”, which is exactly the content of this PhD research. 

However, the latter two invention patents were built for condition monitoring and health state 

evaluations of power electronics devices (“An optic-fiber temperature and reliability measurement 

system for power electronics components”) and wind power systems (“An intelligent optic- fibre 

based monitoring and control system for optimized operations of wind power systems”), 

respectively. Such technique application transfer indicated the big translational potential of our 

research in more industrial infrastructures or circumstances that require condition monitoring.   
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Appendix 

1. Matlab code for FBG sensor demodulation 

% This program can achieve real-time control & interaction with the Keysight optic 
insertion loss engine.  
 
EngineMgr=actxserver('AgServerIL.EngineMgr'); % Connect to Engine Manager 
EngineIDs=EngineMgr.EngineIDs; % List all Engines currently running 
Engine=EngineMgr.OpenEngine(EngineIDs(1)); % Always connect to first engine 
Engine.StartMeasurement; % Start measurement  
 % Wait for measurement to be finished  
 while Engine.Busy; pause(1); 
 end 
MeasurementResult = Engine.MeasurementResult; % Get result object  
MeasurementResult.Write('c:\test.omr');  % Save as OMR file 
 
% Data invoke from Keysight insertion loss engine to Matlab 
 Graph = MeasurementResult.Graph('RXTXAvgIL');  
 noChannels      = Graph.noChannels;  
 dataPerCurve    = Graph.dataPerCurve;  
 YData = reshape(Graph.YData,dataPerCurve,noChannels); 
 xStart = Graph.xStart * 1000000000;  
 xStep = Graph.xStep* 1000000000;  
 xStop = Graph.xStop* 1000000000; 
 XData =  xStart: xStep: xStop; 
 plot(XData, YData); 
hold on  
% Peak tracking function 
 [pks,locs] = findpeaks(YData,'minpeakheight',21);% 21 is the value of peak 

judging threshold in this application. It is scenario-dependent. 
 lambda_p = xStart + locs*xStep; 
 temp_room = 22.33; % room temp in Celsius degree 
 lambda_ref =[1529.84978,1532.929,1536.012,1538.82939];% set 4 ref central 
wavelengths at room temp in nm, these values are scenario-dependent. 
A = reshape(lambda_ref,4,1);% flip the ref wavelength data to matched matrix scale  
B = lambda_p-A; % calculate the wavelength shift  
temp_coe = 0.012; % FBG temperature coefficient for 12 pm/C = 0.012 nm/C 
temp = temp_room + (B)/temp_coe;% current temp calculation  
 
% Plot the figure for temperatures and FBG central wavelengths display 
plot (lambda_p,temp,'o'); 
title('Temp reading & spectral of FBGs'); 
ylabel('TEMP/(?) & loss spectrum/(dB)') ;xlabel('wavelength/(nm)') ; 
text (lambda_p,temp,num2str(temp)); 
hold on 
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2. Scikit-learn code for multi-position inner winding temperature prediction 

### This program can be used to construct three types of ML models for inner 
winding temperature prediction 
 
# Related library import 
import numpy as np 
import matplotlib as mpl 
import matplotlib.pyplot as plt 
import pandas as pd 
import sklearn 
import sklearn.ensemble       
import sklearn.preprocessing  
import sklearn.metrics 
import ast 
 
from sklearn.metrics import mean_absolute_error 
from sklearn.metrics import mean_squared_error 
from sklearn.metrics import explained_variance_score 
from sklearn.metrics import r2_score 
from sklearn.svm import SVR   
from sklearn.model_selection import train_test_split 
from sklearn.model_selection import GridSearchCV 
from sklearn.datasets import make_regression 
from sklearn.model_selection import cross_val_score  
from sklearn.model_selection import RepeatedKFold 
from sklearn.multioutput import MultiOutputRegressor 
from sklearn.ensemble import RandomForestRegressor 
from sklearn.neural_network import MLPRegressor 
from sklearn.preprocessing import StandardScaler 
from sklearn.pipeline import make_pipeline 
from sklearn.model_selection import learning_curve 
from sklearn.model_selection import TimeSeriesSplit 
from tsmoothie.utils_func import sim_randomwalk 
from tsmoothie.smoother import LowessSmoother 
from tsmoothie.smoother import ExponentialSmoother 
from tsmoothie.smoother import * 
 
# Prevent garbled code 
mpl.rcParams['font.sans-serif']=[u'simHei'] 
mpl.rcParams['axes.unicode_minus']=False 
def notEmpty(s): 
    return s != '' 
 
# Data preprocessing 
 
# Raw data loading 
fd = pd.read_csv("rawdata.csv", header = None, skiprows=[0,1])# load the raw 
dataset recorded by our multi-sensor test-rig, skip row 0 which generally are 
variable names. 
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features_raw = fd.get([ ])  # insert the column number of required input features, 
including FBG wavelengths, electrical and mechanical variables 
data = np.array(features_raw) 
 
# Exponential smoothing function 
smoother = ExponentialSmoother(window_len=1,alpha=0.3) 
smoother.smooth(data) 
 
# Export data after smoothing 
if_s = smoother.smooth_data 
np.savetxt("smoothdata.csv", if_s, delimiter=',') 
 
# loading the previous recorded datasets 
fd = pd.read_csv("smoothdata.csv", header = None, skiprows=[0,1])#  skip row 0 
which generally are variable names 
# Selection of input features & target outputs 
outputs=fd.get([]) # column number of target inner winding temperatures 
features = fd.get([# column number of mechanical features 
                   # column number of FBG central wavelengths 
                   # column number of electrical features 
                   # column number of thermocouples measured temperatures 
                   ])   
 
#Time-series data split function 
features = np.array(features) 
outputs = np.array(outputs) 
tscv = TimeSeriesSplit(gap=2, max_train_size=None, n_splits=5, test_size=None) 
for train_index, test_index in tscv.split(features):  
     
    x_train, x_test = features[train_index], features[test_index] 
    y_train, y_test = outputs[train_index], outputs[test_index] 
 
# ML models training and optimization process 
 
 #1.SVR modeL training and optimization 
parameters = { 
    'kernel': ['rbf','poly','sigmoid'...], 
    'C': [], 
    'gamma': [], 
    'epsilon': [] 
    'd': [] 
    'b_0':[]}# SVR hyperparameters range setting for model optimization 
model = GridSearchCV(SVR(), param_grid=parameters,  
                     #verbose=3,  
                     cv=5,  
                     n_jobs=-1) # GridSearch hyperparameter optimization function, 
svr_outs_mor = make_pipeline(StandardScaler(), # z-score Data standardization 
function 
                             MultiOutputRegressor(model)) 
svr_outs_mor.fit(x_train, y_train) 
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# 2.MLPR modeL training and optimization 
param_list = { 
    'hidden_layer_sizes': [ ], 
    'activation': ["identity", "logistic", "tanh", "relu"],  
    'solver': ["lbfgs", "sgd", "adam"],  
    'alpha':[ ] 
            }  # MLPR hyperparameters range setting for model optimization 
model = GridSearchCV(MLPRegressor(), param_grid=param_list,  
                     #verbose=3,  
                     cv=5,  
                     n_jobs=-1)  
mlp = make_pipeline(StandardScaler(),  
                             MultiOutputRegressor(model)) 
mlp.fit(x_train, y_train) 
 
# 3.RFR modeL training and optimization 
param_list = { 'n_estimators':[],  
        'max_depth':[], 
        'rfr__min_samples_leaf':[], 
        'rfr__min_samples_split':[], 
              } # RFR hyperparameters range setting for model optimization 
model = GridSearchCV(RandomForestRegressor(), param_grid=param_list,  
                     #verbose=3,  
                     #oob_score=True, 
                     cv=5,  
                     n_jobs=-1)  
rfr = make_pipeline(StandardScaler(),  
                             MultiOutputRegressor(model)) 
rfr.fit(x_train, y_train) 
 
# To be noticed, the above three types of ML algorithms (SVR, MLPR, RFR) cannot be 
trained simultaneously. We listed them together to present the source code 
efficiently.  
 
# Validation data plot  
ln_features = range(len(features)) 
y_predict_all = svr_outs_mor.predict(features) 
ln_x_test = range(len(x_test)) 
plt.figure(figsize=(16,8), facecolor='w') 
plt.plot(ln_features, outputs, 'r-', lw=2, label=u'T_exp', linestyle='-') 
plt.plot(ln_features, y_predict_all, 'g-', lw =2, label=u'T_predict VS T_exp by 
SVR/MLPR/RFR: Validation', linestyle='-.') 
 
# Plot figure display for quick check  
plt.legend(loc = 'upper left') 
plt.grid(True) 
plt.title(u" ") 
plt.xlim(0, 3000) 
plt.show() 
 
# Regression performance evaluation indices for validation data 
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print("MAE is:", sklearn.metrics.mean_absolute_error(y_test, y_predict)) 
print("EVS is:", sklearn.metrics.explained_variance_score(y_test, y_predict)) 
print("MSE is:", sklearn.metrics.mean_squared_error(y_test, y_predict))   
print("R-squared is:", sklearn.metrics.r2_score(y_test, y_predict)) 
print ("Training set accuracy:%.2f%%" % (svr_outs_mor.score(x_train, y_train) * 
100)) 
print ("Validation set accuracy:%.2f%%" % (svr_outs_mor.score(x_test, y_test) * 
100)) 
 
#Export predicted validation data 
outputpath='c:ypred_valid.csv' 
y_predict_valid= pd.DataFrame(y_predict_all) 
y_predict_valid.to_csv(outputpath,sep=',',index=False, header=True) 
 
# Trained ML models testing 
 
# Loading the data from testing datasets 
fd = pd.read_csv("newdataset.csv", header = None, skiprows=[0,1])#  skip row 0 
variable names 
 
outputs_2=fd.get([]) # column number of target inner winding temperatures 
features_2 = fd.get([# column number of mechanical features 
                   # column number of FBG central wavelengths 
                   # column number of electrical features 
                   # column number of thermocouples measured temperatures 
                   ])   
# Testing data plot  
colors = ['g-', 'b-'] 
ln_features_2 = range(len(features_2)) 
y_predict_2 = svr_outs_mor.predict(features_2) 
# The y_predict_2 here is the testing results of the trained SVR model. It can be 
altered depending on the core ML algorithms, i.e. SVR, MLPR or RFR. Check the name 
of other models above.  
 
plt.figure(figsize=(20,10), facecolor='w') 
plt.plot(ln_features_2, outputs_2, 'r-', lw=2, label=u'T_exp', linestyle='-') 
plt.plot(ln_features_2, y_predict_2, 'g-', lw = 2, label=u'T_predict VS T_exp by 
SVR/MLPR/RFR: Testing' , linestyle='-.') 
 
# Plot figure display for quick check 
plt.legend(loc = 'upper left') 
plt.grid(True) 
plt.title(u"") 
plt.xlim(0, 3000) 
plt.show() 
 
# Regression performance analysis indices for testing data 
print("MAE is:", sklearn.metrics.mean_absolute_error(outputs_2, y_predict_2)) 
print("EVS is:", sklearn.metrics.explained_variance_score(outputs_2, y_predict_2)) 
print("MSE is:", sklearn.metrics.mean_squared_error(outputs_2, y_predict_2))   
print("R-squared is:", sklearn.metrics.r2_score(outputs_2, y_predict_2)) 
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#Export predicted testing data 
outputpath='c:ypred_testing.csv' 
y_predict_test= pd.DataFrame(y_predict_2) 
y_predict_test.to_csv(outputpath,sep=',',index=False, header=True) 
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