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OPTIMAL CRITICAL MASS FOR THE TWO-DIMENSIONAL
KELLER–SEGEL MODEL WITH ROTATIONAL FLUX TERMS∗

ELIO ESPEJO† AND HAO WU‡

Abstract. Our aim is to show that several important systems of partial differential equations
arising in mathematical biology, fluid dynamics and electrokinetics can be approached within a single
model, namely, a Keller–Segel-type system with rotational flux terms. In particular, we establish sharp
conditions on the optimal critical mass for having global existence and finite time blow-up of solutions
in two spatial dimensions. Our results imply that the rotated chemotactic response can delay or even
avoid the blow-up. The key observation is that for any angle of rotation α∈ (−π,π], the resulting
PDE system preserves a dissipative energy structure. Inspired by this property, we also provide an
alternative derivation of the general system via an energetic variational approach.

Keywords. chemotaxis; rotational flux; critical mass; blow-up; global existence; dissipative energy
structure.

AMS subject classifications. 35K57; 35B40; 92C15; 92C17.

1. Introduction
We consider the Cauchy problem of the following generalized Keller–Segel system

in R2:

ρt= ∆ρ−χdiv(ρA∇c), (x,t)∈R2×R+, (1.1)

−∆c=ρ, (x,t)∈R2×R+, (1.2)

ρ(x,0) =ρ0(x), x∈R2, (1.3)

where χ is a positive constant and A denotes a 2×2 matrix given by

A :=

(
cosα −sinα
sinα cosα

)
with α∈ (−π,π] being a constant. (1.4)

The system (1.1)–(1.2) generalizes the well-known Keller–Segel (or Patlak–Keller–Segel)
model that describes the oriented movement of bacterial cells in response to certain
chemical signals [20,26]. When the angle of rotation α= 0, the matrix A simply reduces
to the 2×2 identity matrix I, and as a consequence, the standard parabolic-elliptic
Patlak–Keller–Segel system is recovered (see, e.g., [3,4]). In the context of mathematical
biology, the unknown variable ρ in system (1.1)–(1.2) denotes the density of bacteria
and c represents the concentration of chemoattractant. Equation (1.1) indicates that
the motion of bacteria is driven by the self-diffusion and the gradient of concentration of
the chemoattractant, while the Poisson Equation (1.2) means that the chemoattractant
is produced by the cells themselves and it is diffusing into the environment. We remark
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2 KELLER–SEGEL MODEL WITH ROTATIONAL FLUXES

that a possible derivative of c with respect to time is neglected from the left-hand side
of (1.2), as one usually makes the assumption that the process of chemical diffusion
is much faster than the time scale of cell movement (see e.g., [19]). There is a vast
literature about the Keller–Segel model and its variants, for more detailed information,
we refer the reader to survey papers [1, 15–17] and the references therein.

One feature of our system (1.1)–(1.2) is that the chemotactic sensitivity turns out
to be a tensor χA instead of a scalar function like in the classical Keller–Segel model.
This tensor-valued sensitivity is motivated by some interesting biased chemotactic re-
sponse that has been observed for different kinds of bacteria in experiments, see for
instance, [9, 12], such that when the bacteria swim close to a surface, they may be
subject to a net rotational force and form spiral-type patterns. In this situation, the
effect of chemotaxis is not precisely oriented along the concentration gradient (i.e., ∇c),
but involves certain rotational flux component. Taking this fact into account, the fol-
lowing partial differential equation was derived in [34] from a microscopic model using
asymptotic analysis (see [34, (5.26)] for a slightly more general form):

ρt= ∆ρ−div
[
ρ
(
χ1∇c+χ2∇⊥c

)]
, (1.5)

where χ1, χ2 are constants that are not zero at the same time. The anti-gradient term
given by

∇⊥c :=

(
∂c

∂x2
,− ∂c

∂x1

)T
stands for the possible swimming bias of bacteria with respect to the gradient of chemical
concentration. It is easy to see that Equation (1.5) can be written as

ρt= ∆ρ−χdiv(ρA∇c), (1.6)

where χ :=
√
χ2
1 +χ2

2>0 and A is an orthogonal matrix such that

A=

(
χ1/χ χ2/χ
−χ2/χ χ1/χ

)
.

Set

α=


arcsin

(
χ2

χ

)
+π, if χ1

χ <0, χ2

χ ≤0,

−arcsin
(
χ2

χ

)
, if χ1

χ ≥0,

arcsin
(
χ2

χ

)
−π, if χ1

χ <0, χ2

χ >0.

Then Equation (1.5) simply reduces to (1.1). We see that the positive constant χ
measures the strength of chemotactic sensitivity, while the matrix A characterizes the
rotational effect with respect to the concentration gradient of the chemoattractant with
α∈ (−π, π] being the angle of rotation.

Interestingly, by taking different values of α in system (1.1)–(1.2), we are able to re-
cover several important systems of partial differential equations in the literature. First,
as we have mentioned above, the standard parabolic-elliptic Patlak–Keller–Segel sys-
tem can be obtained with α= 0. Next, for the choice of α=π, system (1.1)–(1.2) yields
a Keller–Segel model involving certain repelling chemotaxis. On the other hand, we
note that in a different physical context, the same system corresponds to the classical
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drift-diffusion model with Poisson-coupling for an electron gas (neglecting the confining
potential), see e.g., [22]. Finally, let us recall the Navier–Stokes system for an incom-
pressible Newtonian fluid

ut+u ·∇u−∆u+∇p= 0, (1.7)

divu= 0, (1.8)

in R3×R+, where u= (u1,u2,u3)T is the fluid velocity and p denotes the pressure.
A classical procedure to analyze the two-dimensional dynamics of the fluid is done by
taking x= (x1,x2,0)T and u3 = 0. In this case, the vorticity is given by ∇×u= (0, 0, ω)T

with ω= ∂u2

∂x1
− ∂u1

∂x2
. Applying the curl operator to Equations (1.7)–(1.8) and using the

Biot–Savart law, we then (formally) obtain the vorticity equation for a two-dimensional
flow (see e.g., [13, Sections 2.1.2, 2.1.3])

ωt= div
[
∇ω−ω(∇⊥K ∗ω)

]
,

in R2×R+, where

K(x) :=− 1

2π
log |x| , x= (x1, x2)T ∈R2, x 6= 0, (1.9)

is the two-dimensional Newtonian potential. In particular, the above equation for ω can
be alternatively written in the following form

ωt= ∆ω−div(ωA∇v), (1.10)

−∆v=ω, (1.11)

with the matrix

A :=

(
0 1
−1 0

)
.

Hence, we easily see that the two-dimensional scalar vorticity equation can be deduced
by taking χ= 1 and the rotation angle α=−π/2 in our system (1.1)–(1.2).

Throughout this paper, the chemotactic sensitivity in system (1.1)–(1.2) is assumed
to be a matrix with constant components for the sake of simplicity. For the special case
A= I (which actually yields a scalar chemotactic sensitivity function), extensive studies
have been made in the literature, we refer to [3, 4, 8, 11, 23–25] and the references cited
therein. In general, according to the respective modeling background, the chemotactic
sensitivity function may depend on ρ, c and also on the spatial and temporal variables x,
t. Many results describing sufficient conditions for the existence of global solutions for
chemotaxis models with general tensor-valued sensitivities/rotational flux terms have
been obtained recently, see for instance, [5, 10, 21, 28, 32, 35] and their references. We
also refer to [6,29–31,33] for related results on generalized chemotaxis systems involving
fluid interactions.

Nevertheless, to the best of our knowledge, there is no blow-up result for the Keller–
Segel-type model (1.1)–(1.2) in the literature if A does not represent the identity matrix
I. Our aim is to approach this problem when A takes the form of a rotational matrix
with constant components (see (1.4)). As we have seen above, this simple setting already
includes several PDE systems of great interest. Besides, here we choose to consider the
Cauchy problem in the whole space R2, since we wish to focus on the possible influences
due to rotation but are not interested in boundary effects.
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When A= I (i.e., α= 0), it has been shown in [4] that the value 8π
χ serves as an

optimal critical mass for system (1.1)–(1.2): for any nonnegative initial datum ρ0 of
finite second moment and entropy, the condition

∫
R2 ρ0(x)dx< 8π

χ implies the existence

of global (free-energy) solutions, while in the case
∫
R2 ρ0(x)dx> 8π

χ the solutions may
blow-up in finite time. It is clear that the critical mass measures the balance between
the tendency of bacteria to spread in R2 due to diffusion and the tendency of bacteria to
aggregate because of the drift induced by the chemoattractivity. Then concerning the
case for a general rotational matrix A as in (1.4), a natural question arises: Can a rotated
chemotactic response delay or even avoid the blow-up? We will give a positive answer
to this question. More precisely, for the initial value problem (1.1)–(1.3), we obtain
sufficient conditions for having global free-energy solutions and find the optimal critical
mass that can be precisely determined by the rotation angle α, leading to possible finite
time blow-up.

The main result of this paper is as follows:

Theorem 1.1 (Optimal critical mass, finite time blow-up and global existence).
Assume that the initial datum ρ0 satisfies

0≤ρ0∈L1(R2, (1+ |x|2)dx), ρ0 logρ0∈L1(R2,dx), (1.12)

χ>0 and A is a 2×2 matrix given by (1.4). For every rotation angle α∈ (−π, π], the
Cauchy problem (1.1)–(1.3) admits a unique a free-energy solution (ρ, c) (see Definition
3.1 below) on the maximal time interval [0,Tmax). Moreover, denoting the initial total
mass by

M :=

∫
R2

ρ0(x)dx,

we have the following conclusions:

(1) If α∈ (−π2 ,
π
2 ) and M> 8π

χcosα , then

0<Tmax≤
2π

[χ(cosα)M−8π]M

∫
R2

ρ0(x)|x|2dx<+∞

and

lim
t↗Tmax

∫
R2

ρ(x,t)logρ(x,t)dx= +∞.

(2) If α∈ (−π2 ,
π
2 ) and 0≤M< 8π

χcosα , then Tmax = +∞.

(3) If α∈ (−π,−π2 ]∪ [π2 , π], then for all M ≥0, it holds Tmax = +∞.

Theorem 1.1 implies that the rotational effect (characterized by the rotation angle
α) plays an essential role in the blow-up/global existence for problem (1.1)–(1.3) with
integrable initial data of finite second moment and entropy. In particular, for α∈
(−π2 ,

π
2 ), we obtain a sharp result describing the possibility of having global existence

versus having a blow-up in finite time, with the optimal critical mass given by 8π
χcosα .

While for α∈ (−π,−π2 ]∪ [π2 , π], we show that the free-energy solutions to problem (1.1)–
(1.3) always exist globally in time. The key to the proof relies on the observation
that under rotational effects the chemotaxis system (1.1)–(1.2) still enjoys a dissipative
energy structure for all α∈ (−π, π] (see Lemma 2.1 below), such that the associated free
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energy given by

Eα(ρ,c) :=

∫
R2

ρ logρdx− χcosα

2

∫
R2

ρcdx (1.13)

is decreasing in time. This crucial property enables us to work within the framework
of free-energy solutions (see Definition 3.1) and extend previous works on the classical
parabolic-elliptic Keller–Segel system with α= 0 (e.g., [4, 11]) to an arbitrary rotation
angle. We remark that the case subject to the critical mass is more involved. For
problem (1.1)–(1.3) with α= 0, in [3], the authors proved global existence of free-energy
solutions with the critical mass 8π

χ and moreover, the infinite time aggregation as t→
+∞. We expect that similar results still hold for the general case α∈ (−π2 ,

π
2 ) with

the corresponding critical mass 8π
χcosα . Besides, the dissipative energy structure also

motives us to expect that the large-time behavior, e.g., convergence of global solutions
to asymptotically self-similar profiles in rescaled variables that has been observed for the
Keller–Segel system [4], the drift-diffusion-Poisson system [2] and the vorticity equation
[13], can be extended to the general case α∈ (−π,π]. These issues will be illustrated in
our future study.

Finally, it is worth mentioning that inspired by the dissipative energy structure,
we are able to give an alternative derivation of system (1.1)–(1.2) by applying the
energetic variational approach that combines the least action principle and Onsager’s
principle of maximum energy dissipation in continuum mechanics (see e.g., [14,18] and
references therein). In this way, we generalize the previous work [8] and show that
system (1.1)–(1.2) can be viewed as a general diffusion model with nonlocal interactions
and rotational effects. In particular, it naturally keeps important physical laws, such as
mass conservation, energy dissipation and force balance.

The remaining part of this paper is organized as follows. In Section 2, we present the
dissipative energy structure of system (1.1)–(1.2) and in Section 3 we give the proof of
our main result Theorem 1.1. In the Appendix, we first sketch the proof of Proposition
3.1 on the existence and uniqueness of local free-energy solutions to the Cauchy problem
(1.1)–(1.3) and then provide a brief derivation of system (1.1)–(1.2) via the energetic
variational approach.

2. Dissipative energy structure
In this section, we show that for any rotation angle α∈ (−π, π], the free energy

Eα(ρ,c) enjoys a basic energy law such that it is monotone non-increasing with respect
to time. More precisely, for sufficiently smooth solutions to problem (1.1)–(1.3) with
fast decay at infinity, we have

Lemma 2.1 (Basic energy law). Let (ρ, c) be a smooth solution to the Cauchy problem
(1.1)–(1.3) with (1.4) such that 0≤ρ∈C([0,T );L1(R2)), ρ(1+ |x|2), ρ logρ are bounded
in L∞(0,T ;L1(R2)), ∇√ρ∈L1(0,T ;L2(R2)) and ∇c∈L∞((0,T )×R2). Then it holds

d

dt
Eα(ρ, c) =−Dα(ρ, c)≤0, ∀t∈ (0,T ), (2.1)

where Eα(ρ,c) is defined by (1.13) and

Dα(ρ, c) :=

∫
R2

ρ |∇ logρ−χcosα∇c|2dx. (2.2)
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Proof. Integrating over R2 the Equation (1.1) for ρ, we get

d

dt

∫
R2

ρdx= 0, ∀t∈ (0,T ).

This implies the mass conservation property of problem (1.1)–(1.3), i.e.,∫
R2

ρ(x,t)dx=

∫
R2

ρ(x,0)dx, ∀t∈ (0,T ). (2.3)

Next, we decompose the matrix A given by (1.4) into the following form

A= cosαI+sinαR, (2.4)

where

I :=

(
1 0
0 1

)
and R :=

(
0 −1
1 0

)
. (2.5)

Thus, it follows that

A∇c= cosα∇c+sinαR∇c
= cosα∇c−sinα∇⊥c (2.6)

and Equation (1.1) can be written in the following form

ρt= ∆ρ−χcosαdiv(ρ∇c)+χsinαdiv
(
ρ∇⊥c

)
= div[ρ∇(logρ−χ(cosα)c)]+χsinαdiv

(
ρ∇⊥c

)
. (2.7)

Multiplying (2.7) by logρ−χ(cosα)c and integrating over R2, we obtain∫
R2

ρt[logρ−χ(cosα)c]dx

=−
∫
R2

ρ |∇logρ−χ(cosα)∇c|2 dx

−χsinα

∫
R2

∇[logρ−χ(cosα)c] ·
(
ρ∇⊥c

)
dx. (2.8)

The second integral on the right-hand side of (2.8) simply vanishes since∫
R2

∇[logρ−χ(cosα)c] ·
(
ρ∇⊥c

)
dx

=

∫
R2

[
∇ρ ·∇⊥c−χ(cosα)ρ∇c ·∇⊥c

]
dx

=

∫
R2

[
−ρdiv

(
∇⊥c

)
−χ(cosα)ρ∇c ·∇⊥c

]
dx

=0. (2.9)

On the other hand, since c is the solution to the Poisson Equation (1.2), uniquely
determined up to a harmonic function, we can just take

c(x,t) =ρ∗K=

∫
R2

K(x−y)ρ(y,t)dy, (2.10)
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with the Green kernel function K given by (1.9). Then from (1.13), (2.3) and (2.10) we
see that the left-hand side of (2.8) can be written as∫

R2

ρt[logρ−χ(cosα)c]dx

=

∫
R2

(ρt logρ+ρt)dx−χcosα

∫
R2

∫
R2

ρt(x,t)ρ(y,t)K(x−y)dxdy

=
d

dt

(∫
R2

ρ logρdx− χcosα

2

∫
R2

∫
R2

ρ(x,t)ρ(y,t)K(x−y)dxdy

)
=

d

dt
Eα(ρ, c). (2.11)

Hence, we infer from (2.8) and (2.11) that

d

dt
Eα(ρ, c) =−

∫
R2

ρ |∇ logρ−χcosα∇c|2dx, ∀t∈ (0,T ), (2.12)

which immediately yields our conclusion (2.1)–(2.2).

3. Proof of Theorem 1.1

The existence of free-energy Eα(ρ, c) for system (1.1)–(1.2) motivates us to extend
the approach of free-energy solutions for Keller–Segel models in the whole space R2, see
for instance, [3, 4, 11].

As in the proof of Lemma 2.1, the solution c to the Poisson Equation (1.2) is defined
directly by (recall (1.9), (2.10))

c(x,t) =ρ∗K=− 1

2π

∫
R2

log |x−y|ρ(y,t)dy. (3.1)

Then system (1.1)–(1.2) can be viewed as a single parabolic equation for ρ with a
nonlocal interaction term:

ρt= ∆ρ−χdiv[ρA(ρ∗∇K)]. (3.2)

Correspondingly, the free energy Eα(ρ, c) (see (1.13)) and the energy dissipationDα(ρ, c)
(see (2.2)) can be reduced to

Eα(ρ) :=

∫
R2

ρ logρdx+
χcosα

4π

∫
R2

∫
R2

ρ(x,t)ρ(y,t)log |x−y|dxdy, (3.3)

Dα(ρ) :=

∫
R2

ρ |∇ logρ−χcosα(ρ∗∇K)|2 dx. (3.4)

Keeping these facts in mind, we proceed to introduce the following concept of free-
energy solution to problem (1.1)–(1.3) (cf. [3, 4, 11]).

Definition 3.1 (Free-energy solution). Assume that χ>0 and A is a matrix given by
(1.4). For any T >0 and any initial datum ρ0 satisfying (1.12), we say that the non-
negative function ρ∈L∞(0,T ;L1(R2))∩C([0,T );D′(R2)) is a free-energy solution to the
initial value problem (1.1)–(1.3) on the interval (0,T ), whenever the function ρ satisfies
(1+ |x|2 + | logρ|)ρ∈L∞(0,T ;L1(R2)), Equation (3.2) is satisfied in the distributional
sense such that∫

R2

ρ0(x)φ(x,0)dx=

∫ T

0

∫
R2

ρ{[∇ logρ−χA(ρ∗∇K)] ·∇φ−φt}dxdt
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for any test function φ∈C2
0 ([0,T )×R2), moreover, the following energy inequality holds

Eα(ρ(t))+

∫ t

0

Dα(ρ(s))ds≤Eα(ρ0), for a.e. t∈ (0,T ),

where Eα, Dα are defined by (3.3) and (3.4), respectively.

First, we state a result on the existence and uniqueness of local-in-time free-energy
solutions to problem (1.1)–(1.3) for all α∈ (−π, π], without any restriction on the initial
mass

∫
R2 ρ0dx, which also gives a characterization on the maximal time of existence via

the entropy functional.

Proposition 3.1 (Existence and uniqueness of local free-energy solution). Assume that
χ>0 and A is a matrix given by (1.4). For any initial datum ρ0 that satisfies (1.12),
there exists a maximal time of existence Tmax>0 such that on [0, Tmax), problem (1.1)–
(1.3) admits a unique free-energy solution in the sense of Definition 3.1. Moreover, we
have the following criterion of extensibility: if Tmax<+∞, then

lim
t↗Tmax

∫
R2

ρ(x,t)logρ(x,t)dx= +∞.

Remark 3.1. Proposition 3.1 extends the known results on existence and uniqueness
of local free-energy solutions to problem (1.1)–(1.3) for the special case α= 0 that have
been obtained respectively in [3, 4] and [11]. We postpone its proof to the Appendix.

Next, we provide an estimate on the second moment of ρ, which will be useful for
the study of blow-up of problem (1.1)–(1.3).

Lemma 3.1 (Moment estimate). Let ρ be a free-energy solution to problem (1.1)–(1.3)
with initial datum ρ0 satisfying (1.12) defined on the time interval [0, Tmax). Then it
holds∫

R2

ρ(x,t)|x|2 dx=
χcosα

2π
M

(
8π

χcosα
−M

)
t+

∫
R2

ρ0(x)|x|2dx, ∀t∈ [0, Tmax), (3.5)

where M :=
∫
R2 ρ0(x)dx.

Proof. For simplicity, below we just perform formal calculations, which can be
justified rigorously by applying the approximating argument as in [4, Lemma 2.1], us-
ing a suitable weak formulation of ρ together with Lebesgue’s dominated convergence
theorem (see also [3, Lemma 2.4]).

Multiplying Equation (3.2) by |x|2 and integrating over R2, we obtain

d

dt

∫
R2

ρ |x|2 dx=

∫
R2

|x|2∆ρdx−χ
∫
R2

|x|2div[ρA(ρ∗∇K)] dx

= 4

∫
R2

ρdx+2χ

∫
R2

x · [ρA(ρ∗∇K)]dx

= 4

∫
R2

ρ0dx−2χ

∫
R2

x ·

(
ρA

∫
R2

1

2π

x−y
|x−y|2

ρ(y,t)dy

)
dx

= 4M− χ
π

∫
R2×R2

x ·

(
A

x−y
|x−y|2

)
ρ(x,t)ρ(y,t)dydx

:= 4M− χ
π
J, (3.6)
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where in the above identity we have also used the mass conservation property (2.3) and
the definition of M . Interchanging x and y in the integral J , we get

J =−
∫
R2×R2

y ·

(
A

x−y
|x−y|2

)
ρ(x,t)ρ(y,t)dydx,

which easily implies

J =
1

2

∫
R2×R2

(
x−y
|x−y|

)
·A
(
x−y
|x−y|

)
ρ(x,t)ρ(y,t)dydx. (3.7)

On the other hand, noticing that for any a, b∈R,

(
a b
)( cosα −sinα

sinα cosα

)(
a
b

)
= (a2 +b2)cosα,

then we infer from (3.7) that

J =
cosα

2

∫
R2×R2

ρ(x,t)ρ(y,t)dydx=
cosα

2
M2. (3.8)

As a consequence, it follows from (3.6) and (3.8) that

d

dt

∫
R2

ρ |x|2 dx= 4M− χcosα

2π
M2 =

χcosα

2π
M

(
8π

χcosα
−M

)
, ∀t∈ (0, Tmax). (3.9)

Integrating (3.9) with respect to time, we arrive at the conclusion (3.5).

Proof. (Proof of Theorem 1.1.) Based on Lemma 2.1, Proposition 3.1 and
Lemma 3.1, we are in a position to prove our main result Theorem 1.1.

Case 1 . α∈ (−π2 ,
π
2 ) and M> 8π

χcosα .

In view of Lemma 3.1, we can apply the moment method [4, Section 2.1] to deduce
finite blow-up of ρ. If Tmax = +∞, it follows from (3.5) and the fact M> 8π

χcosα that

the second moment
∫
R2 ρ(x,t)|x|2 dx becomes strictly negative in finite time, which

contradicts the non-negativity of ρ. As a consequence, the maximal time of existence is
finite and it has the following upper bound:

Tmax≤
1

χ(cosα)M−8π

(
2π

M

)∫
R2

ρ0|x|2dx.

A further application of Proposition 3.1 also yields that

lim
t↗Tmax

∫
R2

ρ logρdx= +∞.

Case 2 . α∈ (−π2 ,
π
2 ) and M< 8π

χcosα .

This is the so-called subcritical mass case and the existence of global free-energy
solutions can be proved by adapting the argument in [4] for α= 0. Namely, we first show
that the entropy

∫
R2 ρ(x,t) |logρ(x,t)|dx remains bounded in time and next, we prove the

propagation of Lp-norms. Taking into account that the regularization argument follows
the same reasoning as in [4] (see Appendix), we just derive some a priori bounds on
the solution and skip the details of the regularization procedure.
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Let us recall the two-dimensional version of the logarithmic Hardy–Littlewood–
Sobolev inequality (see [7]):

Lemma 3.2. Let f be a nonnegative function in L1(R2) such that f logf and f log(1+

|x|2) belong to L1(R2). If
∫
R2 f dx=M∗>0, then∫

R2

f logfdx+
2

M∗

∫
R2×R2

f(x)f(y)log |x−y|dxdy≥−C(M∗),

with C(M∗) =M∗(1+logπ− logM∗).

Then Lemma 3.2 combined with the monotonicity of the free energy functional Eα yields∫
R2

ρ(x,t)logρ(x,t)dx

≤Eα(ρ0)− χcosα

4π

∫
R2

∫
R2

ρ(x,t)ρ(y,t)log |x−y|dxdy

≤Eα(ρ0)+
χcosα

8π
MC(M)+

χcosα

8π
M

∫
R2

ρ(x,t)logρ(x,t)dx.

Thus, we obtain the uniform estimate∫
R2

ρ(x,t)logρ(x,t)dx≤ 1

1− χcosα

8π
M

(
Eα(ρ0)+

χcosα

8π
MC(M)

)
, (3.10)

for all t∈ [0, Tmax). Applying (3.10) and [3, Lemma 2.2], we are able to control the
negative part of the entropy and obtain the following estimate∫

R2

ρ(x,t)|logρ(x,t)|dx≤
∫
R2

ρ(x,t)
(

logρ(x,t)+ |x|2
)

dx+2M log(2π)+
2

e
.

The above inequality together with (3.5) and (3.10) implies that

ρ logρ∈L∞(0,Tmax;L1(R2)).

In particular, the entropy functional
∫
R2 ρ(x,t)logρ(x,t)dx remains bounded for any

finite time t and thus by the criterion of extensibility stated in Proposition 3.1, we
deduce that Tmax = +∞.

Case 3 . α∈ (−π,−π2 ]∪ [π2 , π].

Using the identities

divA∇c= cosα∆c, −∆c=ρ,

we deduce that

d

dt

∫
R2

ρ logρdx=−4

∫
R2

|∇√ρ|2dx+χ

∫
R2

∇ρ ·A∇cdx

=−4

∫
R2

|∇√ρ|2dx−χ
∫
R2

ρdiv(A∇c)dx

=−4

∫
R2

|∇√ρ|2dx+χcosα

∫
R2

ρ2dx. (3.11)

Since for all α∈ (−π,−π2 ]∪ [π2 , π], it holds that cosα≤0, then it follows from (3.11) that
the entropy

∫
R2 ρ(x,t)logρ(x,t)dx is decreasing in time and thus bounded from above

due to the assumption (1.12) on ρ0. Hence, we can apply the same argument described
in Case 2 (cf. (3.10)) to prove the global existence of free-energy solution.

The proof of Theorem 1.1 is complete.
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Appendix.

4.1. Local well-posedness: proof of Proposition 3.1. To prove Proposition
3.1, we can follow the method in [3, 4] for the classical parabolic-elliptic Keller–Segel
model with α= 0. Roughly speaking, we first regularize the two-dimensional Newtonian
potential K (see (1.9)) in the formula c=ρ∗K, solve the regularized system, derive
uniform estimates with respect to the approximating parameter and then pass to the
limit. In what follows, we shall briefly explain the corresponding adaptations to our
problem (1.1)–(1.3) and refer for the details of this procedure to [4, Sections 2–3] and [3,
Section 2].

Step 1. The regularized problem. As in [3], we choose a radial, monotone, non-
increasing smooth function such that

K1 (x) =


− 1

2π
log |x| if |x|≥2,

0 if |x|≤ 1

2
,

and ∣∣∇K1 (x)
∣∣≤ 1

2π |x|
, K1 (x)≤− 1

2π
log |x| , ∀x∈R2.

Then we define a truncated version of the potential K(x) =− 1
2π log |x| as follows

Kε(x) :=K1
(x
ε

)
− 1

2π
logε, ∀ε>0,

which, by its definition, fulfills

|∇Kε (x)|≤ 1

2π |x|
, ∀x∈R2, ∀ε>0. (4.1)

Hence, the regularized system for Equation (3.2) takes the following form:

ρεt = ∆ρε−χdiv[ρεA∇(ρε ∗Kε)], (x, t)∈R2×R+, (4.2)

ρε(x,0) =ρε0 := min
{
ρ0,ε

−1}(x), x∈R2. (4.3)

By construction of the initial datum ρε0 and assumption (1.12), it holds ρε0∈L1(R2)∩
L∞(R2), which implies ρε0∈L2(R2). Next, keeping in mind that A is an orthogonal
matrix (see (1.4)), then taking the standard Euclidean R2-norm we see that

|A∇(ρε ∗Kε)|= |∇(ρε ∗Kε)|= |ρε ∗∇Kε|.

Thus, by Young’s inequality for convolution, we get

‖A∇(ρε ∗Kε)‖L∞(R2)≤‖ρ
ε‖L1(R2)‖∇K

ε‖L∞(R2) .
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Therefore, we can mimic the same proof for the case of chemotactic response without
rotation in [4, Section 2.5], which is based on Schauder’s fixed-point theorem and the
Lions–Aubin compactness method, to conclude that, for any ε>0, α∈ (−π, π] and T >0,
the regularized problem (4.2)–(4.3) admits a unique global solution

ρε∈C([0,T ];L2(R2))∩L2(0,T ;H1(R2)),

provided that ρ0 satisfies (1.12). Moreover, the approximating solution ρε is nonnegative
and its mass is conserved:

0≤
∫
R2

ρε(x,t)dx=

∫
R2

ρε(x,0)dx≤
∫
R2

ρ0dx=M, ∀t∈ [0,T ]. (4.4)

Step 2. Uniform estimates in ε. We only explain some necessary modifications
that have to be done when taking into account the role of matrix A.

First, for the global solution ρε to the regularized problem (4.2)–(4.3), we notice
that the associated free energy functional given by

Eεα(ρε) :=

∫
R2

ρε logρεdx− χcosα

2

∫
R2

ρε (ρε ∗Kε) dx,

satisfies the dissipative property

d

dt
Eεα(ρε) =−

∫
R2

ρε |∇ logρε−χcosα∇(ρε ∗Kε)|2dx≤0,

whose justification follows the same reasoning applied for finding (2.1).

Second, we derive an estimate for the second moment of ρε. Similar to (3.6), we
have

d

dt

∫
R2

ρε |x|2dx= 4

∫
R2

ρεdx+2χ

∫
R2

x ·
[
ρε(x,t)

∫
R2

ρε(y,t)A∇Kε(x−y)dy

]
dx

= 4

∫
R2

ρε0dx+χ

∫
R2

∫
R2

ρε(x,t)ρε(y,t)(x−y) · [A∇Kε(x−y)]dxdy

≤4M+χ

∫
R2

∫
R2

ρε(x,t)ρε(y,t)(x−y) · [A∇Kε(x−y)]dxdy.

Besides, it follows from (1.4) and (4.1) that

(x−y) ·A∇Kε(x−y)≤|x−y||∇Kε(x−y)|≤ 1

2π
.

From the above two inequalities and (4.4), we infer that

d

dt

∫
R2

ρε |x|2dx≤4M+
χ

2π

∫
R2

∫
R2

ρε(x,t)ρε(y,t)dxdy

≤4M+
χ

2π
M2.

Third, using again the identity div(A∇f) = cosα∆f , we obtain the following esti-
mate on the entropy functional

∫
R2 ρ

ε logρεdx:

d

dt

∫
R2

ρε logρεdx=−4

∫
R2

∣∣∇√ρε∣∣2 dx+χ

∫
R2

∇ρε · [A∇(ρε ∗Kε)]dx
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=−4

∫
R2

∣∣∇√ρε∣∣2dx−χ
∫
R2

ρεdiv[A∇(ρε ∗Kε)]dx

=−4

∫
R2

∣∣∇√ρε∣∣2dx−χcosα

∫
R2

ρε∆(ρε ∗Kε)dx.

In particular, the term
∫
R2 ρ

ε∆(Kε ∗ρε)dx on the right-hand side of the above identity
can be handled exactly as in the proof of [3, Lemma 2.3].

Step 3. Proof of Proposition 3.1.
Proof. Keeping the above modifications in mind, we are able to repeat the argu-

ments in [3, Sections 2.2–2.3] (with some further details in [4, Sections 2–3]) to conclude
the existence of free-energy solutions to problem (1.1)–(1.3) on the maximal time inter-
val [0, Tmax). Besides, we note that the uniqueness of free-energy solutions follows from
the same techniques as in [11, Theorem 1.3]. The details are omitted here.

The proof of Proposition 3.1 is complete.

4.2. Model derivation: an energetic variational approach. In the last
part of this paper, we describe a (formal) derivation of system (1.1)–(1.2) by using the
so-called energetic variational approach, which combines the least action principle and
Onsager’s principle of maximum energy dissipation in continuum mechanics (see for
instance, [14, 18, 27] and the references therein). Through the derivation, it is easy to
see that system (1.1)–(1.2) naturally fulfills three important physical constraints such
as mass conservation, energy dissipation and force balance.

(A) Mass conservation. We simply impose the generic kinematic relation, i.e., the
conservation of mass, in the Eulerian coordinate such that

ρt+div(ρu) = 0, (x,t)∈R2×(0,T ), (4.5)

where u :R2×(0,T )→R2 stands for the effective velocity, for instance, due to possible
mass diffusion and drift effects etc.

(B) Energy dissipation. Next, we impose the following abstract dissipative energy
law (cf. [8, 18])

d

dt
E=−D, ∀t∈ (0,T ),

with the free energy and the energy dissipation given by

E(ρ) :=

∫
R2

ω(ρ)dx, D(ρ, u) :=

∫
R2

η(ρ) |u−v(ρ)|2dx. (4.6)

Specific form of the energy density function ω, the extra velocity field v (due to possible
correction induced by ρ) and the (nonnegative) coefficient η will be chosen below.

(C) Force balance. Let us now introduce the flow map x(X,t) :R2→R2, t≥0,
which is a solution to the ordinary differential equation xt(X,t) =u(x(X,t),t) subject
to the initial condition x(X,0) =X. Here, X is the Lagrangian coordinate system (the
reference configuration) and x stands for the Eulerian coordinate system (the deformed
configuration). The deformation gradient of the flow map x(X,t) is given by

F(X,t) :=
∂x(X,t)

∂X
.

Then from (4.5) and a change of coordinates we see that

ρ(x(X,t),t) =
ρ0(X)

detF
, ∀t≥0.
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The least action principle states that the trajectories of particles from the position
x(X,0) at time t= 0 to x(X,T ) at a given time T in a Hamiltonian system are those
that minimize the action functional:

A(x(X,t)) :=−
∫ T

0

E(ρ)dt=−
∫ T

0

∫
R2

ω

(
ρ0(X)

detF

)
detFdXdt.

Taking variation of the action A with respect to the flow map x leads to the conservative
force (cf. [27, Section 2.2.1]) such that δxA :=Fconv ·δx. Here, since the macroscopic
kinetic energy is assumed to be neglected in our system, the associated inertial force
simply vanishes. Then by a direct computation of δxA (see e.g., [14,18]), we obtain the
generalized conservative force (written as a strong form in the Eulerian coordinate):

Fconv =−ρ∇(δρE).

On the other hand, we can also include dissipative forces in the system, through On-
sager’s maximum dissipation principle. This is done by taking variation of the Rayleigh
dissipation functional R := 1

2D with respect to the rate function, i.e., the velocity u such
that δuR :=−Fdiss ·δu (cf. [27, Section 2.2.1]). Together with (4.6), we get

Fdiss =−η(ρ)[u−v(ρ)].

Hence, from the classical Newton’s force balance law Fconv +Fdiss = 0, we deduce that

η(ρ)u=−ρ∇(δρE)+η(ρ)v(ρ). (4.7)

In particular, the relation (4.7) enables us to determine an exact form of the velocity u,
which together with (4.5) yields a closed partial differential equation for ρ.

Derivation of system (1.1)–(1.2). In the above general framework, we now choose

ω(ρ) =ρ logρ− χcosα

2
ρ(ρ∗K), v(ρ) =χ(sinα)R∇(ρ∗K), η(ρ) =ρ, (4.8)

with χ>0, α∈ (−π, π]. The kernel function K representing the nonlocal interaction is
given by (1.9) and the matrix R is taken as in (2.5), inducing possible velocity correction
along the direction orthogonal to ∇(ρ∗K). By a direct calculation, we get

δρE= 1+logρ−χcosα(ρ∗K). (4.9)

Then recalling the definition of the rotational matrix A (i.e., (1.4)) and the decomposi-
tion (2.6), we infer from (4.7)–(4.9) that

ρu=−∇ρ+χ(cosα)ρI∇(ρ∗K)+χ(sinα)ρR∇(ρ∗K)

=−∇ρ+χρA∇(ρ∗K).

Inserting the above relation back into (4.5), we arrive at Equation (3.2), which is equiv-
alent to our system (1.1)–(1.2) in view of (3.1).
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