
Numerical and Experimental Study
of Multi-Scale Modulation of
Fluid-Structure Interactions

A dissertation submitted in complete fulfilment of the requirements for
the degree of Doctor of Philosophy

October 2024

Tuo Hou

20341453

Supervised by

Prof. Yong Ren
Dr. Xinyu Zhang
Prof. Yuying Yan

Signature

Date / /



List of Publication

First/Co-First Authorship

1. Hou, T., Wei, X., Iqbal, A. K. M., Yang, X., Wang, J., Ren, Y.,

& Yan, S. (2024). Advances in biomedical fluid–structure interac-

tion: Methodologies and applications from an interfacing perspective.

Physics of Fluids, 36(2).

2. Guo, Y., Liu, Y., Hou, T., Zhang, X., Gao, J., He, J., ... & Ren,

Y. (2024). Oscillatory flow driven microdroplet breakup dynamics

and microparticle formation in LMPA-water two phase flow system.

Engineering Applications of Computational Fluid Mechanics, 18(1),

2315972.

3. Hou, T., Ren, Y., Chan, Y., Wang, J., & Yan, Y. (2022). Flow-

induced shear stress and deformation of a core–shell-structured mi-

crocapsule in a microchannel. Electrophoresis, 43(20), 1993-2004.

4. Hou, T., Jiang, Y., Wang, J., & Ren, Y. (2023). Novel optimiza-

tion strategy of a flow-induced piezoelectric vibration-based energy

harvesting structure. e-Prime-Advances in Electrical Engineering,

Electronics and Energy, 5, 100227.

Co-Authorship

1. Guo, Y., Hou, T., Wang, J., Yan, Y., Li, W., Ren, Y., & Yan, S.

(2024). Phase change materials meet microfluidic encapsulation. Ad-

vanced Science, 11(37), 2304580.

2. Gao, J., Chan, Y., Hou, T., & Ren, Y. (2023). Quasi-equilibrium

approximation of the solidification process for micro phase change



materials taking into account curvature and surface tension. Inter-

national Journal of Thermal Sciences, 184, 107916.

3. Guo, Y., Ren, Y., Hou, T., Wang, J., & Wang, C. (2022). Numerical

study on the formation and solidification of LMPA microdroplet in a

microfluidic device. Frontiers in Energy Research, 10, 843118.

4. Wang, J., Wang, Z., Zhang, Z., Li, P., Pan, H., Ren, Y., ... & Bie, J.

(2024). Simultaneous Measurement of Local Pulse Wave Velocities

in Radial Arteries Using a Soft Sensor Based on the Fiber Bragg

Grating Technique. Micromachines, 15(4), 507.

5. Zhang, Z., Hou, T., Ren, Y., Wang, C., Wang, Z., Pan, H., ... &

Wang, J. (2024). Real-time embedded pressure and flow rate sensor

in polydimethylsiloxane-based microchannel using fiber Bragg grating

technique. Flow Measurement and Instrumentation, 96, 102551.

6. Guo, Y., Zhang, Z., Hou, T., Long, F., Wang, J., Yan, Y., & Ren, Y.

Needle-Based Microfluidic Fabrication of Bifunctional Microcapsule

Materials for Thermal Energy Storage. Available at SSRN 4705267.

Conference Presentation

1. Hou, T., Wang, J., & Ren, Y. (2024, August). Numerical and Ex-

perimental Study on Fluid-Structure Interactions in the Oscillating

Flow in a Microfluidic Device. In International Conference on Micro/-

Nanoscale Heat Transfer (Vol. 88155, p. V001T01A001). American

Society of Mechanical Engineers.

2. Hou, T., Ren, Y., & Yan, Y. Numerical Investigation of the Coupling

Effect of Heat and Vibration on Triggering the Release Kinetics of

Double Emulsion for Drug Delivery.



Patents (Pending)

1. Piezoelectric Energy Harvesting Device (ZL-202310613)

2. Nano-Emulsions Preparation Device (ZL-202311257)

3. Oscillatory Flow Device for Microfluidics (ZL-202311256)

Planned Publication

A manuscript was produced based on the contents from Chapter 6 and part

of Chapter 4.



Acknowledgements

Completing my PhD thesis has been a challenging yet rewarding journey,

and I am grateful for the support and guidance of many individuals who

have contributed to my success.

First and foremost, I would like to thank my primary supervisor, Prof.

Yong Ren, for his exceptional guidance, insightful feedback, and persistent

encouragement. His vast knowledge and expertise have profoundly shaped

my academic pursuits and professional growth.

I am deeply grateful to my second supervisor, Dr. Xinyu Zhang, for his

meticulous attention to detail, critical thinking, and innovative ideas, which

significantly enriched my research. His constant support and constructive

criticism have been invaluable in refining my thesis. My sincere thanks also

go to my third supervisor, Prof. Yuying Yan, whose comprehensive insights,

profound knowledge, and unwavering support have been instrumental in

steering my research in the right direction.

I am fortunate to have been surrounded by a group of talented and support-

ive peers in our research team. To Zhiyu Zhang, Yanhong Guo, Fei Long,

Jiayou Mou, and Haocheng Wang: your camaraderie, collaborative spirit,

and intellectual exchange have greatly enriched my research experience.

I am deeply grateful to my parents for their unconditional love, endless

support, and unwavering belief in me. Their sacrifices and encouragement

have provided me with the opportunity to pursue my dreams and aspira-

tions. Also, special thanks to my girlfriend for her enduring patience, love,

and understanding. Her emotional support and encouragement have been

vital throughout this journey.

Finally, I would like to express my heartfelt appreciation to all my friends

who have stood by me through thick and thin. Your support, understand-

ing, and encouragement have been invaluable.



Abstract

Understanding fluid-structure interactions (FSI) at various scales is paramount

for optimizing performance and ensuring stability in systems characterized

by significant fluid and structural dynamics. This thesis addresses the

critical role of multi-scale modulation in FSI. By integrating experimental

investigations and numerical simulations, this research elucidates the com-

plex interplay between fluids and structures across different scales. The

findings bridge theoretical frameworks and practical applications, thereby

contributing valuable insights into the design of efficient and resilient sys-

tems. This study’s outcomes underscore the importance of a multi-scale

approach to FSI, highlighting its implications for enhancing system perfor-

mance and stability.

In Chapter 3, a 2D numerical model is developed to simulate the deforma-

tion of microcapsule shells under flow conditions. Starting with multiphase

flow formulations, the model transitions into an FSI framework to capture

the deformation of a core-shell structured microcapsule in a microchannel.

Microcapsules for potential drug delivery were fabricated using a needle-

based device with PLA bio-based resin for the outer shell and a core mix of

deionized water and blue ink. The microcapsules’ resilience and stability

were demonstrated through compression experiments and numerical simu-

lations under Poiseuille flow and controlled vibration. Chapter 4 develops a



2D numerical model to study fluid-structure interactions in core-shell struc-

tured microcapsules within fully developed pipe flow. This model, validated

by theoretical calculations, examines the effects of flow velocities and shell

thicknesses on stress distribution and deformation, revealing that higher

flow velocities and thinner shells lead to increased stress and deformation.

Chapter 5 presents novel boundary layer enhancement structures to im-

prove the voltage output of piezoelectric energy harvesters. Using both

numerical and experimental methods, the study finds that 6-cylinder and

inverse 6-cylinder arrangements significantly enhance performance, with a

positive correlation between flow velocity and voltage output. Chapter 6 in-

troduces the Tandem Energy Harvesting System (TEHS), a hybrid energy

harvester featuring Savonius rotors with semi-arc-shaped deflectors as bluff

bodies for a piezoelectric cantilever beam. Numerical and experimental in-

vestigations show that this configuration generates chaotic flow, improving

the beam’s vibration characteristics and enhancing power output, especially

at low inflow velocities. The TEHS can outperform traditional systems by

up to 457.67% under optimal conditions. The combined findings of these

chapters provide comprehensive insights into optimizing designs for energy

harvesting and drug delivery systems, emphasizing the importance of flow

dynamics, material properties, and structural configurations for maximiz-

ing performance.





Nomenclature

Abbreviations

FSI Fluid-Structure Interaction

CFD Computational Fluid Dynamics

PMMA Polymethyl Methacrylate

PLA Polylactic Acid

PDMS Polydimethylsiloxane

FACS Fluorescence-Activated Cell Sorting

MACS Magnetic Activated Cell Sorting

FEM Finite Element Method

FVM Finite Volume Method

SOR Successive Over Relaxation (Method)

WSS Wrong Site Surgery

MD Molecular Dynamics

LBM Lattice Boltzmann Method

DPD Dissipative Particle Dynamics Method

ALE Lagrangian-Eulerian Method

IBM Immersed Boundary Method

PIV Particle Image Velocimetry

MEMS Microelectromechanical Systems

RBCs Red Blood Cells

CFL Number Courant–Friedrichs–Lewy Number

EH Energy Harvesting

FIV Flow-Induced Vibration

VIV Vortex-Induced Vibration

MFC Macro-Fiber Composite

VAWT Vertical-Axis Wind Turbine



HAWT Horizontal-Axis Wind Turbines

TEHS Tandem Energy Harvesting System

Symbols

Re Reynolds Number

C Courant Number

ρ Density

µ Dynamic Viscosity

L Characteristic Length

Fv Volume Force

u Velocity Field

u∗ Temporary Velocity Field

A Advection Term

D Diffusion Term

β Relaxation Parameter

xf Front Tracking Point

Bo Bond Number

σ Stress

ϵ Strain

δ* Dimensionless Capsule Shell Thickness
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Chapter 1

Introduction

1.1 Research Background and Motivation

Fluid-Structure Interaction (FSI) is an essential topic in both engineering

and biomedical fields, as it deals with the interaction between fluid flow

and structural deformation. The relevance of FSI has grown substantially

over recent decades due to its diverse applications, ranging from biomedical

devices to energy systems. Understanding FSI at different scales is crucial

for both optimizing performance and ensuring stability in systems that

involve significant fluid and structural interactions.

FSI plays a pivotal role in micro-scale phenomena, such as the behavior of

microcapsules used for targeted drug delivery. In the biomedical domain,

microcapsules, which are small particles composed of a liquid core and

elastic membrane, are exposed to fluid flow in blood vessels. The structural

deformation of these microcapsules under flow conditions influences their

transport properties, their ability to carry therapeutic agents, and their

interaction with biological tissues. Proper understanding and control of
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1.2. AIMS AND OBJECTIVES OF THE STUDY

these phenomena is key for improving the efficiency and safety of biomedical

applications.

On the other hand, FSI also impacts macro-scale applications, particu-

larly in the field of energy harvesting. Devices that harvest energy from

fluid flows—such as wind turbines, oscillating hydrofoils, and piezoelectric

harvesters—rely on the interplay between fluid motion and structural dy-

namics. Optimizing energy extraction from these systems requires an in-

depth understanding of how multi-scale interactions affect efficiency and

operational stability.

1.2 Aims and Objectives of the Study

The purpose of this thesis is to explore the multiscale modulation of FSI

spanning from micro- to macroscale systems, focusing on biomedical mi-

crocapsules and energy harvesting mechanisms. By combining numerical

simulations with experimental techniques, this work aims to provide com-

prehensive insights into the underlying dynamics of FSI and its potential

applications across different scales.

This thesis aims to achieve the following key objectives:

• Develop comprehensive numerical models to simulate Fluid-Structure

Interactions at both micro- and macro scales, emphasizing microcap-

sules and energy-harvesting structures.

• Validate the numerical model with experimental data obtained from

both biomedical and energy harvesting applications.

• Explore the influence of different fluid flow conditions on the de-

formation and behavior of microcapsules, assessing their transport
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efficiency and interaction with biological systems.

• Investigate the effects of non-Newtonian rheological properties on the

deformation and flow dynamics of microcapsules within microchan-

nels that simulate blood vessels.

• Investigate the dynamics of energy harvesting devices under varying

fluid flow regimes and quantify the relationship between structural

deformation and energy extraction efficiency.

• Propose optimized designs for energy harvesting devices based on the

insights obtained from the numerical and experimental studies.

1.3 Structure of the Thesis

The thesis is structured into the following chapters:

Chapter 2 comprehensively reviews existing research on FSI models, mi-

crocapsule deformation dynamics, and energy harvesting strategies. The

focus is on studies related to multiphase flows, fluid-induced shear stress,

and optimization methods. In addition, it highlights the role of Savonius

rotors in energy harvesting and the importance of vortex generation for

performance enhancement. Identifying research gaps, this chapter sets the

foundation for subsequent modeling and experimental efforts presented in

this thesis.

In Chapter 3, a 2D numerical model is developed to simulate the deforma-

tion of microcapsule shells under flow conditions. Starting with multiphase

flow formulations, the model transitions into an FSI framework to capture

the deformation of a core-shell structured microcapsule in a microchan-

nel. This study fabricates and characterizes microcapsules with promising

3



1.3. STRUCTURE OF THE THESIS

mechanical properties for drug delivery applications. The combination of

experimental and numerical approaches provides a comprehensive under-

standing of the microcapsule behavior under simple flow conditions.

In Chapter 4, a numerical model has been developed to investigate the effect

of flow conditions such as inlet flow rate, and the microcapsule properties

such as the shell thickness and Young’s Modulus on the deformation of

microcapsules flowing in a microchannel. The work will shed light on an

in-depth understanding of the fluid-structure interaction phenomenon in

microsystems for drug delivery applications. The use of commercial codes

instead of self-developed solvers enabled a more detailed insight of the

subject.

Chapter 5 and 6 focus on energy harvesting systems, detailing both nu-

merical simulations and experimental setups. Chapter 5 proposes a novel

boundary layer enhancement structure and various bluff body arrangement

strategies to improve the voltage output of a piezoelectric-based energy

harvest rig. Using both numerical and experimental approaches, the 6-

cylinder and inverse 6-cylinder arrangements were tested. While the in-

verse 6-cylinder arrangement significantly outperformed the dual-cylinder

arrangement in terms of maximum voltage, the 6-cylinder setup showed

better overall power output.

Chapter 6 presents a novel tandem energy-harvesting system utilizing Savo-

nius rotors to enhance vortex generation and improve energy extraction.

The mechanical design and operational principles of the system are de-

tailed, followed by computational fluid dynamics (CFD) simulations to as-

sess the flow behavior around the rotors. Experimental validation further

substantiates the performance of the proposed configuration. The results

demonstrate the potential of the tandem system to achieve higher energy
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output, supported by a comparative analysis with conventional energy-

harvesting setups.

Chapter 7 summarizes the main conclusions arising from the thesis and pro-

vides insights for future research in the field of multi-scale Fluid-Structure

Interactions. The future work has been recommended.
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Chapter 2

Literature Review

The field of fluid-structure interactions (FSI) encompasses a broad range

of phenomena where fluid and structural dynamics influence each other in

significant ways. Understanding these interactions is crucial for numer-

ous applications, including biomedical engineering, materials science, and

renewable energy. This literature review will delve into the FSI mecha-

nism and methodology, emphasizing the interplay between fluid and mi-

croparticles, a fundamental aspect with profound implications for various

technological advancements.

First, we explore the FSI Mechanism and Methodology, laying the ground-

work for comprehending the intricate dynamics between fluid and structural

elements. This section will highlight the theoretical and computational

models that form the backbone of current FSI research, providing a robust

framework for subsequent studies.

Following this, this chapter examines Fluid-Microparticle Interactions, an

area of growing importance in fields such as drug delivery, microfluidics,

and lab-on-a-chip. These interactions are pivotal in understanding how
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particles behave within fluidic environments, influencing the design and

functionality of numerous biomedical devices and processes.

The Methods of Microcapsule Formation section will cover the innovative

techniques employed to create microcapsules, tiny containers that hold sig-

nificant potential for targeted delivery and controlled release applications.

This section will discuss various fabrication methods, from traditional ap-

proaches to cutting-edge technologies that enhance efficiency and efficacy.

Experimental Methods for Characterization of Mechanical Properties of

Microcapsules will be reviewed next, presenting the techniques used to

evaluate the structural integrity and performance of microcapsules under

different conditions. These methods are essential for ensuring that micro-

capsules meet the rigorous demands of their intended applications.

The last section will address the finally, Flow-Induced Energy Harvesting

Technologies, a burgeoning field that seeks to harness energy from fluid

flows. This section will explore the latest advancements in developing de-

vices and systems designed to convert fluid dynamics into usable energy,

contributing to sustainable and renewable energy solutions.

These sections form a comprehensive overview of state-of-the-art research

in fluid-structure interactions and related fields, highlighting key develop-

ments, methodologies, and future directions.

2.1 FSI Mechanism and Methodology

Fluid-structure interaction problems in biomedical studies usually involve

the interaction between fluids and deformable structures. When a fluid

flow encounters a structure, stresses and strains are exerted on the solid
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object, which can lead to deformations. These deformations can be quite

large or very small, depending on the pressure and velocity of the flow and

the material properties of the actual structure. If the deformations of the

structure are quite small and the variations in time are also relatively slow,

the fluid’s behavior will not be greatly affected by the deformation, and

we can concern ourselves with only the resultant stresses in the solid parts.

Yet, if the deformations of the structure are large, the velocity and pressure

fields of the fluid will change as a result, and we need to treat the prob-

lem as a bidirectionally coupled multiphysics analysis: The fluid flow and

pressure fields affect the structural deformations, and the structural defor-

mations affect the flow and pressure. These changes could play a crucial

role in biomedical engineering. For instance, blood vessels act as compliant

tubes that change size dynamically when there are changes to blood pres-

sure and velocity of flow, accounting for FSI problems would be of great

significance. FSI problems have also arisen when designing many medical

devices, such as medical-level micropumps. These problems are often com-

plex and require a combination of experimental and numerical approaches

to fully understand and solve [111]. Both experimental and numerical ap-

proaches play important roles in biomedical studies on FSI problems. By

combining these approaches, researchers can gain a deeper understanding

of the complex interactions between fluids and deformable structures, and

develop more effective solutions to FSI problems in biomedical applications.

In this section, we present a comprehensive methodology summary for FSI-

related studies in biomedical research from both experimental and numer-

ical perspectives to reveal the physical mechanism of FSI.
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2.1.1 Numerical Methods

Numerical methods are powerful tools for solving complex problems in

biomedical research, including fluid-structure interaction (FSI) problems.

These methods involve the use of mathematical algorithms to approximate

the solutions of the governing equations and can provide valuable insights

into the behavior of fluids and deformable structures. Depending on the

type of interaction, it can be either unidirectional (a one-way coupling)

or bidirectional (a two-way coupling). As sketched in Figure 2.1, the basic

mechanism of fluid and structure coupling may be described as follows: the

motion of the structure modifies the flow conditions at the interface with

the fluid, which in turn induces a fluctuation in the pressure and/or viscous

forces; The loading applied to the fluid–structure interface subsequently

changes the structure motion.

Figure 2.1: Explanation of A) One-Way and B) Two-Way FSI methodology.

One of the key advantages of numerical methods is their ability to handle

complex geometries and boundary conditions. This makes them well-suited
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for modeling FSI problems in biomedical applications, where the interaction

between fluids and deformable structures often occurs in complex geome-

tries. In addition to their ability to handle complex geometries and bound-

ary conditions, numerical methods also offer several other advantages over

traditional analytical methods. For example, numerical methods are often

more flexible and adaptable, allowing researchers to easily incorporate new

data or modify model parameters. Additionally, numerical methods can

provide high-resolution solutions, allowing researchers to study the behav-

ior of fluids and deformable structures at a fine scale. When solving FSI

problems in the context of biomedical research, three distinct categories

of numerical methods were noticed among the past works: traditional fi-

nite element and finite volume methods (FEM, FVM), Lattice Boltzmann

methods (LBM), and dissipative particle dynamics methods (DPD).

An infographic illustration covering the abovementioned popular Numerical

methods and their common applications, advantages, and disadvantages is

shown in Figure 2.2. The methods are arranged according to the space and

time scales they are appropriate for, with the largest scales at the top and

the smallest at the bottom.

Figure 2.2: Common applications, advantages, and disadvantages of the ar-
bitrary Lagrangian-Eulerian (ALE) method and molecular dynamics (MD)
based Methods.
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Finite Element Method and Finite Volume Method

When it comes to numerically capturing the physics of the motion of fluid

and solid elements, the FEM and FVM, are perhaps the most common

approaches, being the method adopted in most industrial CFD software.

Both methods are based on the continuum assumption and have found

a broad range of applications in several fields; including the biomedical,

aerospace, automotive, and marine industries, to name a few. Further-

more, they allow simulations spanning much longer spatial and temporal

scales than any of the other methods covered in this review. However, both

begin to struggle when the continuum assumption starts to break down,

and they also have difficulties incorporating particle or molecular inter-

actions. Moreover, the final solution is usually heavily mesh dependent,

meaning that a significant amount of time and resources can be spent gen-

erating an appropriate mesh before any simulations are performed. This

bottleneck in the CFD workflow has been a hot topic for several years,

and while significant progress has been made it remains so even now.[155]

Furthermore, in some cases involving complex geometries it may not even

be possible to eliminate poor-quality cells – particularly in microfluidic de-

vices with intricate geometries and where spatial scales can range many

orders of magnitude.[53] Regarding the fluid-structure interactions, the ar-

bitrary Lagrangian-Eulerian (ALE) is a finite element formulation in which

the computational system is not a prior fixed in space (e.g. Eulerian-based

finite element formulations) or attached to material (e.g. Lagrangian-based

finite element formulations). The governing equations for the fluid part,

the unsteady Navier-Stokes equation and the incompressibility condition,

are shown as follows [169]:
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ρ{u+ (u− û) · ∇u− f} − ∇ · σ(u, p) = 0 on Ωf (2.1)

∇ · u = 0 on Ωf (2.2)

where u (x, t) and p(x, t) reqresent the velocity and pressure, f(x, t) is

the external body force, û is the mesh velocity and Ωf is the fluid domain.

The density ρ is usually considered constant. The stress tensor σ(u, p) are

decomposed into isotropic and deviatoric parts:

σ(u, p) = −pI+ 2µϵ(u) (2.3)

ϵ(u) =
1

2
(∇u+ (∇u)T ) (2.4)

Where µ stands for the dynamic viscosity. The Dirichlet and Neumann-

type boundary conditions are represented as:

u = g on Γf
g (2.5)

n · σ = h on Γf
h (2.6)

where Γf
g and Γf

h are complementary subsets of the boundary Γf , and n is

the unit outward normal vector. Kinematic boundary condition is used to

describe the motion of the free surface:

12



2.1. FSI MECHANISM AND METHODOLOGY

u · n = u · n on Γfs (2.7)

An illustration showing the definitions of the domain and the boundary is

shown in Figure 2.3.

Figure 2.3: The definitions of the domain and the boundary in a typical
FSI system.

The governing equations accounting for the motion of a rigid body can be

written as:

msus = fs on Ωs (2.8)

Where u stands for the two translational components(x,y) and the rota-

tional component, ms is the solid mass, fs is the external force, and Ωs

is the solid domain. To account for the deformation of the solid domain,

traditional rules of continuum mechanics would be suffice.

The ALE method is a powerful tool for simulating the behavior of systems

in which a fluid and a structure interact, such as blood flow in arteries or the

movement of air over an airplane wing. In the ALE method, the fluid and

structure domains share boundaries, and the fluid elements move according

to the deformation of the structure. This allows for accurate simulation of

the dynamics of the system, including large structural displacements that

may occur during the interaction. The ALE method has been applied to
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various problems in biomedical engineering, including the study of blood

flow in arteries and the behavior of heart valves. For example, one study

used an ALE approach to model fluid-structure interactions in abdominal

aortic aneurysms and investigate the effects of asymmetry and wall thick-

ness on wall stress [146]. Another study used an ALE method to simulate

venous valve dynamics and investigate the effects of large structural dis-

placements [26]. ALE-based finite element simulations can alleviate many

of the drawbacks that the traditional Lagrangian-based and Eulerian-based

finite element simulations have. When using the ALE technique in engi-

neering simulations, the computational mesh inside the domains can move

arbitrarily to optimize the shapes of elements, while the mesh on the bound-

aries and interfaces of the domains can move along with materials to pre-

cisely track the boundaries and interfaces of a multi-material system.

Shortly after the ALE-based method was introduced, Peskin introduced the

Immersed Boundary Method (IBM) to simulate cardiac mechanics along

with blood low [12]. The methodology formulates a free curvilinear mesh,

where the Lagrangian variables are defined, that moves upon a fixed Carte-

sian mesh, where the Eulerian variables are defined, without adaptation

constraints. Since the introduction of the IBM, numerous modifications

have been proposed such as the Immersed Finite Element Method (IFEM)

[104] or the extended immersed boundary method (EIBM) [188] where the

continuity of fluid and solid domains is imposed by higher-ordered repro-

ducing kernel particle method (RKPM) delta functions, compared to the

Dirac delta that is involved in IBM [132].
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Lattice Boltzmann Method (LBM)

The Lattice Boltzmann method (LBM) is a numerical simulation technique

used to solve complex fluid dynamics problems, including fluid-structure in-

teraction (FSI) problems in biomedical research. This method is based on

the Boltzmann equation, which describes the statistical behavior of a fluid

in terms of the distribution of particle velocities. One of the key advan-

tages of LBM is its ability to handle complex geometries and boundary

conditions, making it well-suited for modeling FSI problems in biomedi-

cal applications. For example, LBM has been used to study blood flow in

the human cardiovascular system, including the interaction between blood

flow and arterial walls. In addition to its ability to handle complex geome-

tries and boundary conditions, LBM also offers several other advantages

over traditional computational fluid dynamics (CFD) methods. For exam-

ple, LBM is relatively easy to implement and parallelize, making it well-

suited for high-performance computing applications. Additionally, LBM

is inherently transient, allowing for the simulation of unsteady flows and

time-dependent phenomena.

One approach that has been developed to model FSI problems in biolog-

ical and biomedical flows is the Immersed Boundary-Lattice Boltzmann

(IB-LB) method [213]. The IB method uses two different descriptions to

model fluid dynamics and objects immersed in the fluid. For the fluid

dynamics, an Eulerian description of the Navier-Stokes equations is used.

For the objects immersed in the fluid, a Lagrangian description of curvi-

linear boundary structural mechanics is used. The immersed boundary is

assumed to be made up of massless fibers, allowing for easy calculation and

direct transmission of force generated by boundary distortions to the fluid.

A 2D example with a single closed immersed boundary is shown in Figure
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2.4 A.

Figure 2.4: Schematic of the immersed boundary and lattice Boltzmann
methods [34]. A: Schematic of Lagrangian immersed boundary and Eule-
rian Cartesian lattice for fluid; B: Spreading of Lagrangian force Fk from
boundary point k to surrounding Eulerian fluid nodes; C: Discrete velocity
vectors of LBM model.

As shown in Figure 2.4, the boundary curve and the fluid domain are indi-

cated as Γb and Ωf . Lowercase letters are for Eulerian variables, while up-

percase letters are for Lagrangian variables. X(s, t) is a Lagrangian vector

function of arc length s (in some reference configuration) and time t, giving

the location of points on Γb. The boundary effect is modeled by a singular

Lagrangian force density F(s, t) at the boundary point X(s, t). F(s, t) is

determined by the configuration of X(s, t) and it is properly transferred

into the Eulerian forcing term f in the N–S equations. The N–S equations

are solved to determine the flow velocity and pressure throughout the fluid

domain Ωf . The immersed boundary moves at the local fluid flow velocity

since it is in contact with the surrounding fluid, while the flow velocity

on the boundary is consistent with the no-slip boundary condition. This

scheme may be governed by the following set of equations:

∇ · u = 0 (2.9)
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ρ(ut + (u · ∇)u) = −∇p+ µ∆u+ f (2.10)

dX(s, t)

dt
= U(X(s, t), t) =

∫
Ωf

u(x, t)δ(x−X(s, t))dx (2.11)

F(s, t) = SfX(s, t) (2.12)

f(x, t) =

∫
Γb

F(s, t)δ(x−X(s, t))ds (2.13)

where u is the flow velocity, U the boundary speed, ρ is the fluid den-

sity, and p is the flow pressure. µ stands for the fluid viscosity, x is the

fluid flow coordinate, and X is the boundary coordinate. s is the bound-

ary fiber length, Sf is the boundary force generation operator, and δ(r) is

the Dirac delta function. Equation (2.9) and (2.10) are the incompressible

N–S equations with external force f in Eulerian form for the fluid flow, and

Equation (2.11) and (2.12) are the immersed boundary dynamic equations

in Lagrangian form for the boundary. Equation (2.12) denotes the consti-

tutive law modeling the force F, which is generated from the configuration

of the immersed boundary due to its elasticity, with Sf being problem de-

pendent. Equation (2.13) and the right part of Equation (2.11) are the

interaction equations of fluid and boundary, with the former for spreading

the Lagrangian force to Eulerian force and the latter for imposing the flow

velocity on the boundary to obtain the speed U . The interaction is realized

by using the coupling kernel, an integral operation on Dirac delta function

δ(r). The LB method operates on a regular lattice and decomposes the

fluid domain into a set of lattice nodes. The fluid is modeled as a group of
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fluid particles that are only allowed to move between lattice nodes or stay

at rest. The composition of the lattice nodes depends on the chosen lattice

model. The most common lattice model for 2D simulations is the one using

a square lattice with nine discrete velocity directions (model D2Q9, [34]),

as shown in Figure 2.4 C.

The IB-LB method has been used to study a variety of FSI problems in

biological and biomedical flows, such as fish swimming, red blood cell dy-

namics, and cell manipulation in microscopes. The approach has been vali-

dated and verified against previous studies and has shown promising results

in both fundamental studies of biophysics and practical applications such

as cell capturing in microarchitectures.

Due to the versatility of the LBM method has been widely adopted in

almost every aspect of the FSI problems regarding biomedical research,

including the simulation of arterial blood flow [22]. In particular, the im-

portance of boundary conditions for complex arterial geometries has been

investigated using LBM. Simulations have been presented using two differ-

ent boundary conditions: the traditional halfway bounce-back and an ex-

trapolation scheme. The results indicate that the extrapolation scheme is

preferable in narrow arteries or when a stenosis is present in a larger artery.

In another study by Leitner et al. [94], a different boundary condition was

proposed for the cardiovascular domain to support elastic walls to simulate

blood flow in elastic vessels. The flow field was calculated in two spatial

dimensions revealing characteristic flow patterns and geometrical changes

of the arterial walls for different time-dependent input contours of pressure

and flow, implementing the LBM method. The results were very promis-

ing for relevant Reynolds and Womersley numbers. The LBM method has

been used to study the deformation of cells in various contexts, such as in

the sorting of cells using deterministic lateral displacement (DLD). In one
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study by Jiang et al. [86], the cell deformability, the spatial distribution of

cylinder arrays, and the initial cell-cell distance were considered to study

their effects on the flexible cell sorting by the LBM method. The numerical

results showed that cell deformability is important for the DLD cell sorting,

which is attributed to the variant sizes of the cell.

Dissipative Particle Dynamics Method and Other Particle-Based

Methods

The dissipative particle dynamics method (also called DPD) is a Lagrangian,

and coarse-grained mesoscale particle-based hydrodynamic method, in which

the domain is represented by a distribution of discrete particles with sepa-

rated physical properties and each particle consists of a collection of atoms

and molecules, that initially introduced to deal with complex Newtonian

fluids and soft matters and is ideal for cell biophysics problems, such as

blood flow behavior and blood flow particle interactions ([71], [54], [57],

[208]). The dissipative particle dynamics method is proven invaluable when

it comes to microfluidics-scale biomedical problems such as microcircula-

tion [201]. Having a particle-based nature along with being able to reach

higher time scales than methods such as molecular dynamics (MD), make

it a relatively valuable and computationally efficient method for microflu-

idics in terms of accuracy in capturing the details and capability to reach

higher time scales [63]. As discussed before, continuum methods have been

proven to be applicable for many of the small-scale simulations, however,

for some complex problems, there is a need for more microscopic details

out of their grasp. There are many cases, where a large number of par-

ticles are given such as proteins and cells in the computational domain,

and high computer resources are demanding. In this situation, applica-

tions of continuum-based models, where subtle microscopic delicacies and
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their interactions with the mainstream are ignored, might pose further pre-

cision issues. Mesoscale methods can, thus, be useful for such problems.

DPD is clustered under these methods and has proved itself an appropri-

ate method for a variety of problems with significant hydrodynamics details

and/or thermal fluctuations. DPM can be easily implemented in the code

by just changing the equation used to model the conservative forces among

the particles [54]. This method, as discussed, is capable of reaching higher

time scales than some other particle-based methods such as MD. However,

the accuracy of the method depends highly on the time step chosen for

simulation, and thus, this can be a tricky part specific to the problem at

hand [54].

At the microscopic scale, the fluid molecule size becomes comparable to

the domain size, and the continuum assumption, which is used to formu-

late the Navier–Stokes equations, can no longer be applied. [201] In this

scenario, atomistic methods, such as MD, are the preferred choice. Molec-

ular dynamics explicitly calculate the dynamics and interactions of each

fluid molecule, [4] allowing highly detailed time histories of molecular mo-

tion. Additionally, MD is based on a first principles approach – meaning

it is theoretically valid for any flow regime. [60] That being said, due to

computational demands, MD is currently severely limited in terms of the

spatial and temporal ranges it applies to, with typical simulated times on

the order of nanoseconds. [112] As a result, this restricts the use of MD

for many practical applications on account of the high computational cost

required to simultaneously consider the necessarily large number of degrees

of freedom.
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2.1.2 Micro-Scale Experimental Methods

A famous quote by the British statistician George E. P. Box goes “All mod-

els are wrong, but some are useful.” This is also very true in the context of

FSI. In the previous section, it was mentioned that an important advance

of FSI numerical methods in recent years was the improvements in the

confidence of their results. This is always backed by the corresponding ad-

vances in the experimental methods, which will be thoroughly summarized

and discussed in this section. An infographic abstract of the popular exper-

imental methods to be discussed in this section and their advantages, and

disadvantages is shown in Figure 2.5. These methods were broadly clas-

sified into two groups: fluid-channel interactions and fluid-microparticle

interactions. The first group focuses on the interactions between fluid flow

and the structure that carries it, such as research on blood vessels, and

studies on modeling the aortic valve, heart valves, and blood flow. FSI is

also an effective tool for capturing oscillations in microchannels and the

movement of small parts, such as micropumps used in biomedical applica-

tions. Also, a large body of literature can be found focusing on the FSI

phenomenon on the topic of microparticle/cell sorting, deformation, and

rupture from an experimental perspective, which will also be discussed in

this section.

FSI phenomenons were often looked into when researching blood vessel-

related topics. Experimental methodologies include a variety of techniques

to study the mechanisms governing the control of blood vessel tone. One of

the most physiologically relevant approaches is the myography of isolated

blood vessels, which can be either isometric or isobaric[123]. In a typical

myography setup, an isolated blood vessel is cannulated, or inserted into

a tube, and connected to a pressure-perfusion system. This system allows
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Figure 2.5: Various popular experimental methods and their advantages
and disadvantages. These methods are arranged based on their common ap-
plications and were classified into two major groups with the fluid-channel
interactions at the top and the fluid-particle interactions at the bottom.

the control of the intraluminal pressure, which is the pressure within the

blood vessel. The diameter of the artery is then measured using micro-

scopic techniques. This allows researchers to observe how the blood vessel

responds to various conditions and stimuli. When a stimulus is applied, it

can cause the smooth muscle cells in the blood vessel wall to contract or re-

lax. This changes the diameter of the blood vessel, which can be measured

and recorded. This technique is particularly useful because it preserves the

interactions between cells in the vessel wall and maintains the mechanical

stretch of the vessel wall. This makes it a physiologically relevant approach

to studying vascular function. Moreover, this technique not only allows me-

chanical stretch of the vessel wall, but it can also provide control over nu-

merous parameters that are difficult to control in vivo. Besides being useful

for conductance arteries, a set of blood vessel myography devices can easily

be modified for smaller vessels but does not work well for resistance-size (≤
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400 µm) arterioles. Primarily, these arterioles are significantly smaller in

diameter, presenting challenges in manipulation and observation that are

not encountered with larger conductance arteries. The precision required

to accurately measure such diminutive vessels often exceeds the capabilities

of standard myography devices. Furthermore, this technique depends on

maintaining mechanical stretch of the vessel wall, which proves difficult in

smaller arterioles that are more susceptible to damage or deformation dur-

ing manipulation, potentially compromising experimental outcomes. The

interactions between smooth muscle cells and surrounding tissues can also

exhibit increased complexity at this smaller scale, rendering the control of

experimental parameters, which is more manageable in larger vessels, less

effective and introducing variability in responses to stimuli. Additionally,

conventional microscopic techniques may lack the necessary resolution to

accurately capture the dynamic changes in the diameter of resistance ar-

terioles, where even subtle alterations can significantly influence vascular

function. Consequently, while the technique is valuable for larger vessels,

its efficacy diminishes considerably when addressing the unique character-

istics and challenges presented by resistance arterioles.

Another technique used in blood vessel research is wave analysis, which

scrutinizes the shape of blood pressure and flow/velocity waveforms to pro-

vide insight into the biomechanical interactions between the heart, conduit

vascular networks, and microvascular beds [145]. This technique involves

measuring blood pressure, flow, and velocity waveforms, and then using

established wave analysis techniques such as pulse wave analysis, wave sep-

aration, and wave intensity analysis. The heart generates pressure and

flow waves with each contraction. These waves propagate through the cir-

culatory system, influenced by the mechanical properties of the blood ves-

sels. When these waves encounter a change in the mechanical properties of
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the vascular system, such as at bifurcations or changes in vessel diameter,

part of the wave is reflected back toward the heart. The forward-traveling

wave from the heart and the reflected wave superpose to form the observed

pressure and flow waveforms in any given location in the arterial system

These waveforms are then analyzed to extract information about various

parameters such as pulse wave velocity, augmentation index, and reflection

magnitude. These parameters provide insights into arterial stiffness, wave

reflection, and cardiovascular risk. This technique allows for non-invasive

measurement of blood flow in your arteries and veins, and can be used to

diagnose various conditions.

Figure 2.6: Experimental methodologies in Fluid-Channel Interactions. A:
Custom-made wire myography analogue. This device is equipped with
wider heads to increase arterial segment length up to 10 mm [145]. B,
C: Amplified piezo actuator (APA-120S) and retrofit part of a micropump
[117].

Various experimental methodologies have been used in studies regarding

micropumps. One approach is the use of piezoelectric micropumps, which

have been studied extensively due to their high performance, low poten-

tial cost, and design convenience [117]. A piezoelectric micropump uses a

piezoelectric vibrator as its driving force. A piezoelectric vibrator is used

as the power source for different micropumps and delivers fluid by driving

the liquid to amplify the displacement of the piezoelectric vibrator. The

piezoelectric vibration with different phases causes pressure waves to the

fluid inside the chamber. The pressure waves create a steady and propulsive

movement in the fluid flow. [14] Researchers have carried out analytical
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characterization and modeling procedures to study the static and dynamic

behaviors of circular piezoelectric actuators. The housing and chambers of

micropumps have been fabricated using traditional microfabrication tech-

nologies such as polymethyl methacrylate (PMMA), polydimethylsiloxane

(PDMS), pyrex glass, and silicon materials. While offering numerous ad-

vantages in precision fluid control, piezoelectric micropumps also come with

a set of disadvantages. The design and assembly of piezoelectric pumps in-

volve intricate structures, which can complicate the manufacturing process.

Also, due to the nature of their operation, which involves repeated deforma-

tion, piezoelectric parts are susceptible to fatigue damage over time. This

can lead to a decrease in performance and eventually necessitate pump

replacement. In wave analysis, the study of pressure and flow waveforms

unveils critical information about the biomechanical interactions within the

cardiovascular system. Similarly, the development of piezoelectric microp-

umps leverages precise control of fluid movement to innovate in microfluidic

applications, both rely on advanced biomechanical and fluid dynamic prin-

ciples to advance medical science.

One approach is valveless micropumps actuated through an amplified piezo

actuator [14]. These micropumps have a disposable chamber and employ

low-cost polymeric materials, conventional molding, and machining oper-

ations for fabrication. Systematic characterization of the pump is carried

out with water and blood-mimicking fluid to understand the effect of op-

erating parameters such as driving frequency and actuation voltage on the

flow rate and back pressure of the micropump. In valveless piezoelectric

micropumps, fluid reflux (backward flow of fluid) and energy loss are no-

table disadvantages. These factors can reduce the efficiency of the pump

and affect the accuracy of fluid delivery.

Cell/particle sorting is another application of FSI techniques. Two main
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experimental methods of cell sorting: are fluorescence-activated cell sort-

ing (FACS) and magnetic-activated cell sorting (MACS). FACS utilizes

flow cytometry to separate cells based on morphological parameters and

the expression of multiple extracellular and intracellular proteins. This

method allows for multiparameter cell sorting and involves encapsulating

cells into small liquid droplets which are selectively given electric charges

and sorted by an external electric field. FACS allows for the simultaneous

collection of data on, and sorting of a biological sample by a nearly lim-

itless number of different parameters. Yet FACS usually requires starting

with a high number of cells and the experiment process can be lengthy, and

cells sorted by FACS can suffer shear or electrically induced damage. On

the other hand, magnetic activated cell sorting (MACS) techniques such as

immunomagnetic cell sorting provides a method for enriching a heteroge-

neous mixture of cells based on cell-surface protein expression (antigens).

This technology is based on the attachment of small, inert, supra-magnetic

particles to monoclonal antibodies specific for antigens in the target cell

population. Immunomagnetic cell separation can achieve high purity of

the isolated cell population, and the process is simpler and quicker than

other methods, at a relatively low cost. Yet this technique requires specific

antibodies or ligands directed against cell surface antigens, and some cells

might be lost during the separation process.

Unlike FACS and MACS, label-free cell sorting is a set of methods that

do not require the use of fluorescent or magnetic tags to label certain cel-

lular features. This means that the separation force is only dependent on

differences in the intrinsic physical properties of the cells. Label-free cell

sorting methods comprises a substantial amount of well-studied means to

sort cells, both actively and passively. [152] Active cell sorting systems

generally use external fields (e.g., acoustic, electric, magnetic, and optical)
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to impose forces to displace cells for sorting, while passive systems mostly

rely on inertial forces, filters, and adhesion mechanisms to purify cell pop-

ulations. Lab-on-a chip devices are seen as a vital tool for such purposes.

These devices reduce the size of necessary equipment, eliminate potentially

biohazardous aerosols, and simplify the complex protocols commonly asso-

ciated with cell sorting. More over, the absence of labels eliminates the risk

of interference with subsequent analysis and testing when conducting sort-

ing tasks, and because cellular labels can often be costy, label free methods

are usually considered more cost effective. Yet the run conditions for such

methods (e.g., temperature, experimenter, column condition) may differ

between samples, making comparability rather difficult, and making data

analysis process more complex as well.

In the context of experimental methods related to particle deformation, it

was noticed that cell deformation has also attracted much attention in re-

cent years. One experimental methodology used in cell deformation studies

is real-time deformability cytometry, which is a method for measuring the

deformation behavior of cells in a fluidic environment in real-time, using

technologies such as optical microscopy, microfluidic chips, and associated

data analysis software [128, 171]. The method is fast and sensitive, allowing

the distribution of size, shape, and deformability of thousands of cells to be

assessed in seconds. This method can track and define in more detail the

changes in morphological and biomechanical properties of cells during ini-

tiation and de-initiation [16]. While in real-time deformability cytometry,

the cells are deformed without mechanical contact by hydrodynamic forces.

Any changes in these conditions could affect the results. Also, this tech-

nique is sensitive to changes in the physical phenotypes of cells. Therefore,

any alterations in cell properties could impact the accuracy of the results.

[72]
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Optical methods use two optical techniques, optical tweezers, and optical

stretching, to identify cellular deformability [31]. Optical tweezers use a

focused laser beam to manipulate two tiny silicon beads immobilized on a

single cell [126]. The cells are deformed by extending the distance between

the two focal points. The advantage of this technique is that the cells are

not directly exposed to the intensely focused light, which reduces optical

damage to the cells [29]. However, the technique has a low measurement

yield and requires complex instrumentation. On the other hand, optical

stretching uses an optical trap based on two Gaussian intensity distribu-

tions that can capture cells in suspension and stretch them in situ. During

optical stretching, radiation damage to the target cells is negligible because

the laser beam is divergent and unfocused. Both methods measure the me-

chanical properties of cells without contacting them, but optical stretching

measures the mechanical properties of cells while optical tweezers measure

only the local mechanical properties of cells. Additionally, by using the

laser heat generated by optical stretching, it is possible to study how heat

affects the mechanical properties of the cell. Cell deformation can be de-

termined by comparing the relaxed state of the cell as it exits the trap with

its stretched state as it enters the stretched zone, as shown in Figure 2.7

A.

Another method is the rheological method, where cell deformation is mea-

sured by applying fluid shear using microchannels in a microfluidic chip,

and commonly classified into pulsed shear methods and constant shear

methods[95]. The cellular rheology measurement methods utilize microflu-

idics to place individual or multiple cells in a microchannel and sense their

deformation in the fluid by applying fluid pressure, to gather information

on the mechanical properties of the cells [149]. This method provides highly

resolved quantitative measurements of the physical properties of individual
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Figure 2.7: A: Schematic diagram of the deformation induced in individual
cells using the optical stretch deformation cytometer. The solid box repre-
sents the region where cell stretching and relaxation occur, and is used to
calculate deformation parameters for red blood cells under flow [126]; B:
Schematic diagram of the Real-time deformability cytometry. The unde-
formed cells enter the narrow microfluidic channel in an elliptical shape and
undergo deformation under the influence of pressure gradients and shear
stress. The cells are captured by a high-speed camera at the end of the
channel for real-time identification and analysis of the cells as well as con-
tour measurement using data analysis software [16].

cells, which are important for understanding the mechanical properties of

cells and the onset and development of related diseases. The key to this

method is designing suitable microchannels, which can be produced using

methods such as soft lithography or 3D printing, with various sizes and

shapes [136, 6]. One limitation is that this method changes the physical

properties of materials. Therefore, any alterations in material properties

could impact the accuracy of the results. Also, the testing results can be

greatly affected due to evaporation effects.

2.2 Fluid-Microparticle Interactions

FSI has found wide applications in the field of biomedical research. In this

section, the recent progress regarding the FSI phenomenon found in the

literature was been summarized, FSI applications in biomedical research

can be distinctively divided into two categories: fluid-channel Interactions

and fluid-microparticle interactions. The former mainly discusses the in-
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teractions between the fluid flow and its carrying structure. One good

example is the research concerning blood vessels. There were studies fo-

cused on modeling the aortic valve, heart valves, blood flow, etc. FSI is also

regarded as an efficient tool for simulating microchannel oscillations and

small moving parts, such as micropumps for biomedical applications. As

for fluid-microparticle interactions, a large body of literature can be found

focusing on the FSI phenomenon within the topic of microparticle/cell sort-

ing, deformation, and rupture. The research methods, as well as the scale

and applications from the abovementioned topics, will be discussed in a

more detailed manner in the following sections.

2.2.1 Particle/Capsule Dynamics

Particle dynamics has been extensively studied in recent years in a wide

range of sciences, especially in the fields of medicine and biotechnology.

The topic has been considered in the context of interdisciplinary research;

hence, many experiments have been carried out in this field. Apart from ex-

perimental methods, fluid-microparticle Interactions have also been widely

considered in the numerical modeling of cell dynamics. Modeling of cell

dynamics within the microcirculation can be difficult due to the effects of

FSI coupling, cell mechanical properties, and cellular interactions. Also,

the sheer number of cells present in such applications imposes a significant

demand on computational resources. As RBCs typically make up about

45% of blood by volume they are responsible for many of the interest-

ing hemodynamic phenomena that are commonly observed, including the

shear-thinning behavior of blood and the Fahraeus and Fahraeus–Lindqvist

effects – which describe the variation of hematocrit and apparent viscosity,

respectively, with vessel diameter. Additionally, certain pathological con-
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ditions, such as sickle cell anemia and malaria, directly affect the RBC’s

mechanics and dynamics, and thus the ability to explicitly model these

effects is of critical importance. [50]

The motion of individual RBCs suspended in a fluid can be quite complex

and depends on various parameters, including shear rate and membrane

compliance, where FSI would be a good tool to capture both. Using a

multi-block lattice Boltzmann-immersed boundary (LB-IB) model with a

FEM structural mechanics solver, Sui et al. [105] studied the motion of

a single RBC with various shapes suspended within a fluid. They found

that whereas spherical RBCs tend to undergo tank-treading motion, the

dynamics of elongated cells depend on the shear rate; with lower shear

rates corresponding to a tumbling motion and higher shear rates leading

to a mix of tumbling and tank-treading motion (swinging). Individual

RBC dynamics in a pulsating flow have also been studied. [134] Lattice

Boltzmann simulations showed that at physiological Reynolds numbers the

well-known Segré–Silberberg effect, where a suspended particle equilibrates

at an off-center lateral position, vanishes and the final equilibrium position

depends on the initial release position and pulsating frequency. However,

interestingly, as the frequency approached that of the human heart, the

Segré–Silberberg effect reappeared and RBCs released from different po-

sitions again moved to the same equilibrium position. This may indicate

some physiological reason for the human heart rate, however, the sim-

plifications and assumptions used in this study mean further analysis is

required to gain a fuller understanding of the mechanisms involved. Dupin

et al.[49] developed a 2D LBM approach, based on a modified form of Gun-

stensen’s multiphase model to study the motion of a large number of RBCs.

The original multiphase model was modified to prevent the liquid droplets

(RBCs) from evaporating and coalescing. On an individual cell level, the
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method cannot be regarded as entirely accurate, one reason being that sur-

face area conservation of the cell membrane was not enforced. However,

the model was shown to be a reliable and efficient method for simulating

large numbers of deformable cells on a global scale. This multi-phase ap-

proach was abandoned in further developments to 3D, where instead the

cell mechanics were modeled via a spring network, and the FSI coupling

was achieved via interpolation between the Eulerian (fluid) and Lagrangian

(structure) grids. Dupin et al.51 showed that their model could simulate up

to 300 deformable cells within a practical timescale and also recover certain

hemodynamic phenomena, such as the Fahraeus and Fahraeus–Lindqvist

effects.[50]

Although the volume fraction of white blood cells (WBCs) is much lower

than RBCs, they can still have a significant impact on flow resistance and

WSS (Wrong Site Surgery) in the microcirculation. Moreover, their dy-

namics, interactions, and adhesion to the vessel wall are crucial in the

immune response. This process has been the subject of many studies using

the LBM. [13, 147], Using a 3D shear-thinning LBM model to examine the

local flow pattern around single and multiple WBCs, simulations revealed

that recruitment of the WBC onto the vessel wall is supported by vortices

generated from the 3D flow pattern. Additionally, rolling of the WBC along

the wall after recruitment is promoted via a torque generated by the flow

over the WBC surface. Furthermore, it is thought that the shear stress

induced by the rolling motion of the WBC over the endothelium may be

large enough to activate additional receptors to enhance the recruitment

process [13].

To examine the effect that RBCs have on the rolling of WBCs along the

vessel wall, Migliorini et al. [116] developed a 2D LBM model for particle

suspensions that incorporated the adhesion (receptor–ligand) force between
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the WBC and vessel wall. At normal hematocrit levels, they found that as

the RBC collides with the WBC the normal force and torque on the WBC

is increased, promoting both WBC adhesion and rolling. It should be noted

that even at lower hematocrit values this effect is noticeable; Although it

is significantly reduced as the CFL is larger. However, while this study

was one of the first to incorporate the effect of RBCs on WBC rolling and

adhesion, it was limited to one RBC and one WBC, and cell deformability

was neglected. Building on the previous study, Sun et al. [162] showed

that organized rouleaux (stacks of aggregated RBCs) are more effective

at directing WBCs toward the vessel wall and promoting WBC adhesion

than individually dispersed RBCs. This was supported in future studies by

extending the model to incorporate RBC–RBC aggregation, [164] as seen

in Fig. 2.8 A and B. Sun and Munn [163] also showed that the presence

of WBCs in a microvessel significantly increases flow resistance. In a later

study, by importing a 2D digitized vessel network, the forces, wall stresses,

pressure changes, and cell trajectories through a real vascular network were

calculated. [165] A major finding of this study was that as cells pass by

they induce pressure and shear stress oscillations at bifurcations (stagnation

regions), where the shear stress is usually low. It is thought that this may be

one of the main contributing factors to the development of atherosclerosis in

these regions. Additionally, Sun et al. [161] used their model to investigate

the effect of plasma leakage in an inflamed microvessel. They found that

plasma leakage and WBC rolling increase flow resistance, which may lead

to overall reduced blood flow through the damaged branch. Furthermore,

they found that vessel dilation (e.g. during inflammation) works to counter

these effects.

Apart from the motions of the particles, the regulation of particles within

a suspending fluid is important in certain microfluidic applications where
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the manipulation of individual cells or anti-fouling measures are required.

One method of achieving this is to design certain geometrical features into

the device, which can take advantage of the hydrodynamics and particle

dynamics effects to sort cells/particles by size, stiffness, or shape. Kilimnik

et al. [88] investigated the lateral migration of suspended particles within

a simple 3D microchannel using a coupled lattice Boltzmann-lattice spring

(LB-LS) model. Their results showed that the final equilibrium position of

the deformable particles depended on their size, shape, and interior fluid

viscosity, with smaller, stiffer particles tending to reach an equilibrium po-

sition closer to the channel wall. Microchannels with periodically placed

diagonal ridges on the upper and lower walls have been demonstrated to

provide deformability-based sorting of particles. [8] Simulations revealed

that particles with different degrees of compliance were laterally displaced

to opposing sides of the channel. Similar results were shown using a de-

terministic lateral displacement device, for RBC sorting, comprised of an

array of pillars with adjacent rows offset from each other. [91] Depending

on the lateral stretching of the RBC as it passed around a pillar it was either

laterally displaced through the array or formed a zig-zag route through the

array. Using the same design as Arata and Alexeev, [8] the ability to sort

particles based on size has also been demonstrated. [110] Further studies

showed that actuated elastic cilia can be used to regulate particle motion.

[173] By applying a sinusoidal force to the cilia with varying frequencies,

it was found that the different beating modes of the filaments induced dif-

ferent flow patterns which could attract or repel suspended particles. [63]

Furthermore, by incorporating cilia–particle adhesion, an optimum value

for adhesion could be found for propelling particles across the surface of a

ciliated layer.91 Using the same approach, it was demonstrated that actu-

ated cilia can attract or repel particles of various sizes. [173] They found

that the competition between adhesion force and the hydrodynamic lift
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induced by the beating cilia determines the direction of particle motion.

Thus the larger particles were directed away from the wall whereas the

smaller particles were attracted towards the ciliated surface, as shown in

Figure 2.8 C.

Platelets are responsible for clot formation at an injured site or wound.

Many pathological conditions affect platelets; therefore, the ability to model

platelet motion and response is an active area of research. Crowl and Fogel-

son studied the lateral distribution of platelets in a microvessel.[37] Their

results, shown in Figure 2.8 D, revealed that there is an increase in platelet

concentration next to the wall within the CFL. Further examination re-

vealed that this phenomenon is caused by the interactions of the RBCs in

their equilibrium position. Moreover, as hematocrit is reduced the CFL

increases in size and the spike in platelet concentration at the wall reduces

and disperses across the CFL. Similarly, Chen et al. [30] demonstrated

that increased hematocrit and flow rate leads to an increase in platelet

concentration at the near wall region, leading to an increased probability

of platelet adhesion. Reasor Jr et al. [138] also studied platelet margina-

tion and showed that the rate of lateral motion increases with hematocrit

and RBC deformability, and that spherical platelets marginate faster than

disk-shaped platelets. Furthermore, the dynamics of platelets in the CFL

at different hematocrits have also been studied. At normal hematocrit val-

ues, platelets slide (rather than tumble) through the CFL, with more of

their surface exposed to the vessel wall – possibly maximizing their prob-

ability of adhesion. Using the method of Crowl and Fogelson, Skorczewski

et al. [153] studied the dynamics of platelets in the CFL at a thrombus

site. They found that the CFL is narrowed at the thrombus site, leading

to closer contact between the thrombus and platelets; it is thought that

this may enhance the likelihood of platelet adhesion and promote further
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thrombus growth.

Figure 2.8: A, B: RBC and WBC dynamics at a postcapillary expansion
without & with RBC aggregation, Coloured contours indicate pressure field.
[164] C: Initial and final positions of particles with varying sizes suspended
within a fluid. [173] D: Simulation of deformable RBC and platelet sus-
pension. [37]

2.2.2 Particle/Capsule Deformation & Break Up

FSI numerical methods were proven invaluable when it comes to simulating

cell deformations. Xiao et al. [192] utilized the dissipative particle dynam-

ics (DPD) method, as a mesoscopic numerical simulation technique com-

bined with a coarse-grained spring network model of the membrane, em-

ployed to investigate the deformation and motion of a single RBC transiting

through the microvessel stenosis. An RBC motion through the microfluidic

channel was simulated and compared with the experimental data, and good

matches were found. This work has demonstrated that when the bending

rigidity of the membrane is raised, the fluidity of the RBC decreases. The

RBC exhibits a large deformation if acted upon by the greater driven force,
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and has a longer transit time when the tube stenosis size is smaller. Ye et

al. [194] reported the simulation results assessing the deformation and ag-

gregation of mixed healthy and malaria-infected red blood cells (RBCs) in a

tube flow. A three-dimensional particle model based on dissipative particle

dynamics (DPD) was developed to predict the tube flow containing inter-

acting cells. The cells were also modeled by DPD, with a Morse potential

to characterize the cell-cell interaction. The study of two mixed healthy

and malaria-infected RBCs in a tube flow shows that the malaria-infected

RBC (in the leading position) has different effects on the healthy RBC

(in the trailing position) at the different stages of parasite development or

the different capillary number. With the development of the parasite, the

malaria-infected RBC gradually loses its deformability so that the healthy

RBC also exhibits a decreasing deformation due to intercellular interaction.

Moreover, the healthy RBC under the repulsive interaction is expected to

have smaller deformation than that under the attractive interaction, for

example in the case of healthy and trophozoite RBCs. With increasing

capillary number, both the healthy and malaria-infected RBCs are apt

to undergo an axisymmetric motion with large deformation, similar to a

single RBC in a tube flow. However, the minimum intercellular distance

decreases with time at a high capillary number, thus promoting a strong

intercellular interaction leading to a rouleaux formation. In other words,

the healthy and malaria-infected RBCs are difficulty disaggregated at high

capillary numbers. Hosseini et al. [74] carried out detailed computations

that have quantified the mechanical effect of solid parasites (malaria) in

hampering overall cell deformation, which is often considered the patho-

genesis of malaria. The cell membrane is represented by a set of discrete

particles connected by linearly elastic springs. The cytosol is modeled as a

homogeneous Newtonian fluid, and discretized by particles as in standard

smoothed particle hydrodynamics. The results demonstrate that the pres-
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2.2. FLUID-MICROPARTICLE INTERACTIONS

ence of a sizeable parasite greatly reduces the ability of RBCs to deform

under stretching.

Figure 2.9: A few examples of past DPD-originated simulations of RBCs.
A: A schematic network model for a single RBC for DPD simulation of
RBCs deformation. [192] B: DPD simulation of deformation of a single
healthy RBC over going through a tube flow. [194] C: Deformation of
a single RBC going through a microchannel. [192] D: Smoothed particle
hydrodynamics particle discretization of a single normal-shaped RBC. [74]
D E: Snapshot of flexible RBCs suspension in blood flow using moving-
particle semi-implicit (MPS) method. [175]

Drug delivery is also a highly active area of FSI research. Using a 2D LB-

LS model, Verberg et al.[180] studied the targeted delivery of nanoparticles

contained within a microcapsule to a specific site on a channel wall. They

found that the nanoparticle Péclet number (ratio of the rate of advection

to the rate of diffusion of the particles), the adhesion force between the

wall and microcapsule, and the microcapsule compliance were all impor-

tant factors in the rate of adsorption of the nanoparticles by the channel

wall. Specifically, low Péclet numbers allowed particles to diffuse onto the

wall without being convected downstream by the flow field. Moreover, they

found that increased adhesion force and membrane deformability allowed

a larger contact area between the microcapsule and wall – increasing the

adsorption rate. In a similar study, Verberg et al.[181] also showed that
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2.2. FLUID-MICROPARTICLE INTERACTIONS

nanoparticle-filled microcapsules rolling along a channel wall can be used

for surface repair and proposed guidelines for flow and capsule parameters.

Simulations revealed that when the microcapsule approached the damaged

area of the surface (crack), the capsule was forced to stop due to the differ-

ence in adhesion properties between the undamaged and damaged regions.

The diffusion of the nanoparticles onto the substrate repaired the surface

and the capsule motion was reinitiated. Finally, Jia and Williams [85]

demonstrated and validated a model for the dissolution of tablets within a

fluid medium. The flow field was simulated using the LBM whereas the dis-

solution of the granule was calculated using a finite difference solver for the

convection–diffusion equation. This study demonstrates the LBM’s abil-

ity to be coupled with other methods and incorporate additional physical

processes – highlighting the benefits of using the LBM for these biological

applications.

Practical techniques have also been developed to measure cell deformabil-

ity, such as magnetic twisting cytometry [17], micropipette aspiration [73]

and microfluidics [9]. Among these techniques, microfluidics-based mea-

surement has received much attention from the research community [78].

A high-throughput experimental approach is needed to accurately measure

their deformability because various cells have different mechanical prop-

erties. Hence, besides the experimental methods, researchers employed

numerical techniques to evaluate cell deformation [148, 168, 118, 70, 207].

Interestingly, numerical prediction showed good agreement with experi-

mental data. Therefore, numerical studies can serve as a convenient tool

for evaluating cell deformation. Serrano-Alcalde et al. employed a 3D cou-

pled fluid-solid analysis to investigate the impact of different parts of a cell

(membrane, nucleus, and cytoplasm) on its deformation when it is moving

inside a microchannel under a creeping flow [148]. The authors evaluated
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the longitudinal deformation of the cells along the channel. Cells with nu-

clei and membranes showed less deformation along the longitudinal axis.

The team concluded that increasing the velocity at the channel’s throat

increases the cell’s longitudinal deformation. Hur et al. [78] developed a

microfluidic device for passive label-free cell classification and enrichment

that uniquely uses cell size and deformability as distinguishing markers.

It has been found that suspended cells behave much like viscous droplets

moving closer to the channel centerline than rigid particles. Consequently,

more deformable and larger metastatic cancer cells were observed with lat-

eral equilibrium positions closer to the channel centerline than blood cells,

benign cancer, and normal tissue cells from the same origin. These results

empower clinical and research instruments to conduct high-throughput cell

classification using cell deformability as a biomarker.

Numerical methods such as DPD and fFEM have been proven to be invalu-

able tools for simulating cell deformations and understanding the complex

behavior of blood cells in microcirculation. These methods have been used

to study the motion and deformation of red blood cells and white blood

cells under various flow conditions, as well as drug delivery. The results

of these studies have provided valuable insights into the mechanisms gov-

erning the control of blood vessel tone and the role of different types of

blood cells in determining hemodynamic phenomena. However, there are

still many challenges and limitations in this field, and further research is

needed to gain a fuller understanding of the mechanisms involved.
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2.3. METHODS OF MICROCAPSULE FORMATION

2.3 Methods of Microcapsule Formation

2.3.1 Industrial Large-scale Production Methods

Microcapsules, when produced for the purpose of industry applications,

large-scale production techniques are usually used. These include spray-

drying method ([137]), spinning disk method, multiple-nozzle spraying,

vacuum encapsulation ([64, 154]). It can be inferred that for such circum-

stances, the primary considerations for the production of microcapsules

are the scale and cost. Such industrially techniques are usually derived

from physico-chemical processes that allow for large scale production, which

could usually offer advantages such as easy handling and expandable scale

of production as well as low costs. Yet due to the nature of these methods,

the output microcapsules are often vary in size and shell thickness. It was

concluded that the above mentioned large scale production methods offer

little control over the particles morphology as well as the possibilities of

capsule design ([125]).

2.3.2 Template-assisted Methods

To better control the dimensions of the microcapsule core and its shell thick-

ness, a series of template-assisted were proposed over the past few decades.

For producing emulsion-based microcapsules, soft template-assisted meth-

ods are often used. These methods include Polymerosomes ([131, 99, 113,

127, 93]), which are typically for preparing nm-sized microcapsules, col-

loidosomes methods ([179, 44, 139]), inter-facial polymerization methods

([11, 38, 172, 90]), inter-facial assembly ([2]), ink-jet printing methods

([21, 46]), phase separation process ([10, 106]), and the soft colloid template
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assisted multi-layer assembly method ([97, 65]), which allows geometrical

control over the microcapsules.

Among all the soft-template-assisted methods of producing microcapsules,

what interests the author the most are the microfluidic processes. During

the past decades, various designs for microcapsules synthesis were proposed

([178, 32, 69, 200, 199, 36, 89]). One particular design proposed by [195]

recently was considered most suitable for the purpose of this work. This

needle-based design was able to produce uniform core-shell structured mi-

crocapsules with sizes ranging from 600 to 720 µm with shell thickness of

20 to 110 µm, regardless of its relatively simple and cost-effective nature.

2.4 Experimental Methods for Characteri-

zation of Mechanical Properties of Mi-

crocapsules

When it comes to characterising the mechanical properties of microcap-

sules, generally two distinct categories of methods can be found in the past

literature, the ensemble methods and the methods on a single capsule. As

its names indicates, the former methods usually measures the properties

of a group of microcapsules yet the latter one focuses more on a single

capsule. The methods on a single capsule would better satisfy the needs

of this work, yet for the sake of completion, both are briefly introduced in

this section.
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2.4.1 Ensemble Methods for Microcapsule Mechani-

cal Property Characterization

The ensemble methods generally measures a batch of microcapsules and

gives a average value of the property of interest. Such methods have been

developed greatly during the past decades. One common way of perform-

ing such studies is expose such group of microcapsules to an artificial shear

force field, for instance a turbine reactor ([133]), and thus determine the me-

chanical properties of the microcapsule ensembles, namely the shear force

method. Therefore, this method is most suitable for the study of large

deformation behavior of microcapsules under high stresses. Literature can

also be found when it comes to more sensitive investigations regarding

microcapsules. [47] conducted a rheological experiment to study the me-

chanical properties of red blood cell membrane, and a determination of the

red blood cell membrane elastic modulus were also proposed ([48]). Similar

experimental studies on suspensions of microcapsules were also conducted

by [23]. With the help of this shear force method, theoretical studies on the

shear elastic modulus of the red blood cell membrane and the suspensions

of microcapsules under shear were accomplished by the above mentioned

authors and other groups ([15, 135, 41]).

Apart from the shear force method, another way of obtaining such mechan-

ical property information from microcapsules in the ensemble manner is to

conduct osmotic pressure experiments. Previous works ([61, 62, 42]) can be

found utilizing this method to investigate the buckling mechanism of mi-

crocapsules, by increasing the osmotic pressure. Those studies suggested

that the onset of this buckling phenomenon was observed at a certain crit-

ical osmotic pressure, which is related to the capsule shell thickness and

elastic modulus and the size of the capsules.
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2.5 Flow-Induced Energy Harvesting Tech-

nologies

In recent years, the environmental concerns over the consumption of con-

ventional fuels have intensified, prompting a global shift towards sustain-

able and renewable energy sources. Unlike conventional fossil fuels, which

are finite and contribute to environmental pollution, renewable and clean

energy harvesting from the environment is becoming a rapidly growing re-

search topic [87]. Researchers proposed many energy harvesting (EH) so-

lutions in the past few years including EH from electromagnetic radiation,

mechanical energy, sound energy, and even human energy [156]. Among a

wide selection of EH strategies, flow-based energy harvesters, also known as

fluidic energy harvesters, capitalize on the kinetic energy present in fluid

flows, such as water currents or air movements. The basic principle be-

hind these energy harvesters is to transform the mechanical energy from

the flowing fluid into usable electrical energy through various mechanisms

[212]. Flow-induced vibration (FIV) has gained considerable attention as a

form of kinetic energy, due to its good energy density, eco-friendliness, and

independence from climate conditions [156, 140, 159]. Such devices can

capture energy from the ambient flow field to provide power to a micro-

electro-mechanical system (MEMS) such as sensors, actuators, or commu-

nication modules, enabling their autonomous operation without the need

for external power sources, demonstrating their promising potential in en-

vironmental monitoring [187], navigation buoys, and ocean sensors [142],

and water pumping systems [109].
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2.5.1 FIV-Based and Rotary Energy Harvesting

FIV is a well-documented physical phenomenon caused by fluid dynamic

instability, such as vortex shedding when water passes around a slender

structure [19]. At its core, flow-induced vibrations are a consequence of

the dynamic forces exerted by a moving fluid on adjacent structures, lead-

ing to oscillatory motion, deformation, or resonance. Piezoelectric energy

harvesters widely adopt this phenomenon, and such harvesters often focus

on the vibration of an immersed structure [75], such as piezoelectric energy

harvesters in water pipelines [35], harvesting from ocean energy [18], wind

energy harvesting [43], and so on. FIV energy harvesters are typically engi-

neered to operate under relatively low inflow velocity conditions; however,

their operational bandwidth is constrained by the natural frequency of the

structure. Based on vibration mechanisms, energy-harvesting FIVs can be

categorized into four types: Vortex-Induced Vibrations (VIVs), galloping,

flutter, and buffeting [186]. Among them, VIVs have attracted significant

research interest lately. When the flow is perturbed by bluff bodies, sepa-

ration of the boundary layer and the consequent periodic shedding in the

wake region give rise to VIV phenomena, including fluctuations in pressure

gradients. In prior investigations, the fundamental design of a VIV energy

harvester involves the initiation of a Karman vortex from various bluff bod-

ies. Subsequently, fluctuating flow-induced loads are applied to a cantilever

beam positioned downstream. The strain energy resulting from the oscilla-

tion of the beam can be effectively converted into practical electric energy,

typically through a piezoelectric patch situated at its root [101, 176]. It was

also noticed that among the VIV energy harvesting configurations reported

in the literature, a popular vortex-inducing structure was strategically ar-

ranged multi-cylinder setup [33, 203, 202], and a number of those opted for

a simple dual-cylinder bluff body arrangement [92, 185] due to its simple
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form factor and reliable vortex inducing performance. Apart from FIV-

based energy harvesting designs, rotary energy harvesting is another form

of energy harvesting method that has received growing attention and made

great progress. Rotational energy harvesting is a method of capturing and

converting the kinetic energy generated by rotating elements into a usable

form of electricity. This approach is commonly employed in scenarios where

there are consistent and predictable sources of rotational motion, such as

the rotation of wind turbines [130], water turbines [33, 7], or machinery

with rotating components. It was noticed in the literature that four types

of rotational energy harvesting technologies can be summarized, namely

inertial excitation, contact execution, magnetic coupling, and hybrid sys-

tems [189]. Rotor-based energy harvesting taps into renewable sources such

as wind and water, providing a sustainable and environmentally friendly

method of power generation [27], and one of the most common rotor de-

signs was the Savonius rotor. The Savonius rotor is a type of vertical-axis

wind turbine (VAWT) named after Sigurd Savonius, the inventor. It’s one

of the most widely adopted designs for harnessing wind energy [108], par-

tially due to its simple design, low cost, easy installation, and self-starting

ability [141]. In contrast to horizontal-axis wind turbines (HAWT), which

are characterized by a propeller-like design with blades rotating around a

horizontal axis, the Savonius rotor features a vertical-axis configuration,

making it a potential candidate for the bluff body for FIV-based energy

harvesting setups.

Different approaches have been proposed to improve energy harvesting ef-

ficiency in the past decades. Measures such as the replacement of the

cross-section of the bluff body [184, 209, 39, 40, 3, 55, 1], development of

wake flow and disturbance [205, 84, 166, 204, 210], and improvement of the

harvesting structure [177, 167, 158] were studied. Most studies only con-
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sider the piezoelectric conversion process based on vibration, and research

about flow-induced vibration as excitation is extremely rare. The research

related to the vortex-induced vibration phenomenon for piezoelectric con-

version energy harvesting is still mainly based on experiments and mainly

focuses on the nonlinear vibration problem of the rigidly fixed cylinder. Re-

cent studies focused on the arrangement of the bluff bodies for flow-induced

energy harvesting [98] can be found in the literature and the rigidly fixed

multi-cylinder structure is proven to be a robust and effective design for

vortex shedding generation and thus induce the vibration of the energy har-

vester. Previous works have mainly been focused on the arrangement of

bluff bodies (cylinders) to achieve the best vibration-induced effects [197].

2.6 Conclusion

To conclude this chapter, fluid-structure interactions (FSI) represent a com-

plex yet vital area of study where fluid dynamics and structural mechanics

converge, significantly influencing fields like biomedical engineering, mate-

rials science, and renewable energy. This literature review has meticulously

explored the FSI mechanism and methodology, delving into the interplay

between fluid and microparticles—a crucial element driving advancements

in various technologies.

Initially, we laid the foundation with an in-depth look at the FSI mech-

anism and methodology, underscoring the theoretical and computational

models that underpin contemporary FSI research. We then transitioned to

examining fluid-microparticle interactions, highlighting their significance

in applications such as drug delivery, microfluidics, and lab-on-a-chip tech-

nologies. The innovative techniques for microcapsule formation were dis-
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cussed, showcasing the potential of these small-scale containers in targeted

delivery and controlled release systems. Moreover, we reviewed experimen-

tal methods for characterizing the mechanical properties of microcapsules,

essential for ensuring their efficacy and durability in practical applications.

Finally, we addressed the emerging field of flow-induced energy harvest-

ing technologies, illustrating the cutting-edge advancements in converting

fluid dynamics into renewable energy. Collectively, these sections provide

a comprehensive overview of the current state of research in fluid-structure

interactions, offering valuable insights, methodologies, and future directions

that will continue to drive progress in this multidisciplinary domain.
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Chapter 3

Investigation of

Fluid-Structure Interactions in

Oscillatory Microfluidic Flows:

A Combined Numerical and

Experimental Approach

This chapter focuses on the investigation of the deformation of a microcap-

sule carried by fluid within the microchannel subject to external stimulation

from the oscillating walls. The microcapsules are subjected to parallel plate

compression experiments to assess their mechanical properties. Numerical

simulations of the compression experiment are conducted, showing stress

distribution within the capsule shell. A front-tracking-based 2D membrane

model was applied to investigate the deformation of the microcapsule with

a thin membrane shell and a liquid core in the Poiseuille flow. An explicit

projection finite-volume method flow solver on a fixed grid was used to
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model the two-phase fluid system including both inside and outside of the

microcapsule, and massless marker points were used to represent and track

the thin membrane of the microcapsule. The microcapsules are further

tested in an oscillating microchannel under different frequencies. The front

tracking method is based on the works of [174]. Limitations and further

plans will be discussed in the following sections.

3.1 Flow Solver

In this simple N-S equation solver, the surface tension is neglected, only

gravity is considered when it comes to body force, and the viscosity is

considered constant. Combined with the mass conservation equation, yields

the governing equations:

ρ
∂u

∂t
+ ρ∇ · uu = −∇p+ ρg + µ0∇2u (3.1)

∇ · u = 0 (3.2)

3.1.1 Time Integration and Spatial Discretization

To numerically solve these equations, time integration and spatial dis-

cretization are needed.

Decouple the momentum equation 3.1 by adding a temporary velocity field

u∗:
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u∗ − un

∆t
= −An + g +

1

ρn
Dn (3.3)

and:

un+1 − u∗

∆t
= −∇p

ρn
(3.4)

where A stands for the advection term and D stands for the diffusion term:

A = ∇(uu), D = µ0∇2u (3.5)

The superscript n and n+1 denote a variable evaluated at the current time

t and the next time step t+∆t.

To construct a Poisson Equation for pressure, take the divergence of Equa-

tion (3.4), combined with Equation (3.2):

∇ · ( 1
ρn

∇p) =
1

∆t
∇ · u∗. (3.6)

As for spatial discretization, the FV (Finite Volume) method was used,

where mass and momentum conservation are applied to a small control

volume V. Staggered grid is used to represent the variables stored in the

finite volume. Define average velocity in the control volume:

u =
1

V

∫
V

u(x)dv (3.7)

To find numerical approximations for the advection and the diffusion terms
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in equation (3.5), and pressure terms in equation (3.6) first define the

average value over a control volume and then write the volume integral

as a surface integral using the divergence theorem:

A =
1

V

∫
V

∇ · uudv =
1

V

∮
S

u(u · n)ds (3.8)

D =
µ0

V

∫
V

∇2udv =
µ0

V

∮
S

∇u · nds (3.9)

∇p =
1

V

∫
V

∇pdv =
1

V

∮
S

pnds (3.10)

The control volume in this work is defined using the standard staggered

mesh notation, as shown in Figure 3.1. Approximating equation 3.2 using

this notation:

∆y(un+1
i+1/2,j − un+1

i−1/2,j) + ∆x(vn+1
i,j+1/2 − un+1

i,j−1/2) = 0 (3.11)

To compute the discrete approximations for the x and the y component

of the predicted velocities in equation (3.3), consider the same grid but

consider the velocity components as the centre:

Using the above grid notation, temporary velocities in equation (3.3) can

be written as:

u∗
i+1/2,j = un

i+1/2,j+∆t

[
(−Ax)

n
i+1/2,j + (gx)

n
i+1/2,j +

1
1
2
(ρni+1,j + ρni,j)

(Dx)
n
i+1/2,j

]
(3.12)
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Figure 3.1: The notation used for a standard staggered mesh. The pressure
is assumed to be known at the centre of the control volume outlined by a
thick solid line, by [174]

and

v∗i,j+1/2 = vni,j+1/2+∆t

[
(−Ay)

n
i,j+1/2 + (gx)

n
i,j+1/2 +

1
1
2
(ρni,j+1 + ρni,j)

(Dx)
n
i,j+1/2

]
(3.13)

Figure 3.2: The notation used for a standard staggered mesh. The horizon-
tal velocity components (u) are stored in the middle of the left and right
edges of this control volume and the vertical velocity components (v) are
stored in the middle of the top and bottom edges, by [174]
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As for the correction velocities in equation (3.4):

un+1
i+1/2,j = u∗

1+1/2 −
∆t

1
2
(ρni+1,j + ρni,j)

pi+1,j − pi,j
∆x

(3.14)

and

vn+1
i,j+1/2 = v∗i,j+1/2 −

∆t
1
2
(ρni,j+1 + ρni,j)

pi,j+1 − pi,j
∆y

(3.15)

Note that the density at half-grid points was approximated with linear

interpolation. From this point, the temporary velocities in equation (3.3)

can be solved with proper discretized approximations of the advection terms

A and the diffusion terms D. The same flux on boundary based method

was used on the discretization of the advection terms and the Diffusion

terms.

(Ax)i+ 1
2
,j =

1

∆x∆y
{((uu)i+1,j−(uu)i,j)∆y+((uv)i+ 1

2
,j+ 1

2
−(uv)i+ 1

2
,j− 1

2
)∆x}

(3.16)

(Ay)i,j+ 1
2
=

1

∆x∆y
{((uv)i+ 1

2
,j+ 1

2
−(u−)i− 1

2
,j+ 1

2
)∆y+((vv)i,j+1−(vv)i,j)∆x}

(3.17)

(Dx)
n
i+1/2,j =

µ0

∆x∆y

[((
∂u

∂x

)
i+1,j

−
(
∂u

∂x

)
i,j

)
∆y +((

∂u

∂y

)
i+1/2,j+1/2

−
(
∂u

∂y

)
i+1/2,j−1/2

)
∆x

] (3.18)
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(Dy)
n
i,j+1/2 =

µ0

∆x∆y

[((
∂v

∂x

)
i+1/2,j+1/2

−
(
∂v

∂x

)
i−1/2,j+1/2

)
∆y +((

∂v

∂y

)
i,j+1

−
(
∂v

∂y

)
i,j

)
∆x

]
(3.19)

Use centred differencing (second order) on u and v in the above equations,

we have:

(Ax)
n
i+1/2,j =

1

∆x

[(
un
i+3/2,j + un

i+1/2,j

2

)2

−
(
un
i+1/2,j + un

i−1/2,j

2

)2
]

+
1

∆y

[(
un
i+1/2,j+1 + un

i+1/2,j

2

)(
vni+1,j+1/2 + vni,j+1/2

2

)
−
(
un
i+1/2,j + un

i+1/2,j−1

2

)(
vni+1,j−1/2 + vni,j−1/2

2

)]
(3.20)

(Ay)
n
i,j+1/2 =

1

∆x

[(
un
i+1/2,j + un

i+1/2,j+1

2

)(
vni,j+1/2 + vni+1,j+1/2

2

)
−
(
un
i−1/2,j+1 + un

i−1/2,j

2

)(
vni,j+1/2 + vni−1,j+1/2

2

)]
+

1

∆y

[(
vni,j+3/2 + vni,j+1/2

2

)2

−
(
vni,j+1/2 + vni,j−1/2

2

)2
]
(3.21)

Diffusion terms:
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(Dx)
n
i+1/2,j = µ0

[(
un
i+3/2,j − 2un

i+1/2,j + un
i−1/2,j

∆x2

)
+

(
un
i+1/2,j+1 − 2un

i+1/2,j−1 + un
i+1/2,j−1

∆y2

)] (3.22)

(Dy)
n
i+1/2,j = µ0

[(
vni+1,j+1/2 − 2vni,j+1 + vni−1,j+1/2

∆x2

)
+

(
vni,j+3/2 − 2vni,j+1/2 + vni,j−1/2

∆y2

)] (3.23)

Combining the above equations in Matlab code we have the expressions of

x and y components for temporary velocities.

3.1.2 Solving the Pressure Equation

In the above section, the expression for temporary x, and y velocities in

equation (3.12, 3.13) has been derived, to solve the pressure equation, we

shall look into equations for velocity correction (equation 3.4). Equation

(3.14, 3.15) have provided the expressions for un+1
i+1/2,j and vn+1

i,j+1/2, to apply

mass conservation on each finite volume for un+1, expressions for un+1
i−1/2,j

and vn+1
i,j−1/2 are still needed:

un+1
i−1/2,j = u∗

1−1/2 −
∆t

1
2
(ρni,j + ρni−1,j)

pi,j − pi−1,j

∆x
(3.24)

vn+1
i,j−1/2 = v∗i,j−1/2 −

∆t
1
2
(ρni,j + ρni,j−1)

pi,j − pi,j−1

∆y
(3.25)

Apply mass conservation by integrating over edges:
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∆y(un+1
i+1/2,j − un+1

i−1/2,j) + ∆x(vn+1
i,j+1/2 − vn+1

i,j−1/2) (3.26)

To get the expression for pressure update, substitute equaqtion 3.14, 3.24,

3.15 and 3.25 into equation 3.26, rearranged to the following form:

pi,j =

[
1

∆x2

(
1

ρni+1,j + ρni,j
+

1

ρni,j + ρni−1,j

)
+

1

∆y2

(
1

ρni,j+1 + ρni,j
+

1

ρni,j + ρni,j−1

)]−1

+

[
1

∆x2

(
pi+1,j

ρni+1,j + ρni,j
+

pi−1,j

ρni,j + ρni−1,j

)
+

1

∆y2

(
pi,j+1

ρni,j+1 + ρni,j
+

pi,j−1

ρni,j + ρni,j−1

)
− 1

2∆t

(
u∗
i+1/2,j − u∗

i−1/2,j

∆x
+

v∗i,j+1/2 − v∗i,j−1/2

∆y

)]
(3.27)

Use this relation to update pressure:

pn+1
i,j =

[
1

∆x2

(
1

ρni+1,j + ρni,j
+

1

ρni,j + ρni−1,j

)
+

1

∆y2

(
1

ρni,j+1 + ρni,j
+

1

ρni,j + ρni,j−1

)]−1

+

[
1

∆x2

(
pni+1,j

ρni+1,j + ρni,j
+

pni−1,j

ρni,j + ρni−1,j

)
+

1

∆y2

(
pni,j+1

ρni,j+1 + ρni,j
+

pni,j−1

ρni,j + ρni,j−1

)
− 1

2∆t

(
u∗
i+1/2,j − u∗

i−1/2,j

∆x
+

v∗i,j+1/2 − v∗i,j−1/2

∆y

)]
(3.28)

In this flow solver, a simple Successive Over Relaxation (SOR) method is

used to update pressure to ensure faster convergence:
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pn+1
i,j = β

[
1

∆x2

(
1

ρni+1,j + ρni,j
+

1

ρni,j + ρni−1,j

)
+

1

∆y2

(
1

ρni,j+1 + ρni,j
+

1

ρni,j + ρni,j−1

)]−1

+

[
1

∆x2

(
pni+1,j

ρni+1,j + ρni,j
+

pni−1,j

ρni,j + ρni−1,j

)
+

1

∆y2

(
pni,j+1

ρni,j+1 + ρni,j
+

pni,j−1

ρni,j + ρni,j−1

)
− 1

2∆t

(
u∗
i+1/2,j − u∗

i−1/2,j

∆x
+

v∗i,j+1/2 − v∗i,j−1/2

∆y

)]
+ (1− β)pni,j

(3.29)

The relaxation parameter β was chosen to be 1.2.

3.2 The Front Tracking Algorithm

The front tracking method is used to capture the flow interface’s motion

and reconstruct the density distribution based on the front. The front is

defined by an ordered array of points with the x and y coordinates being

defined at initialization:

xf (l) = (x(l), y(l)), l = 1, ..., Nf (3.30)

In this case, we defined a 16×1 channel. The front with 100 points tracking

a droplet with a radius of 0.35 whose centre’s initial position is at (4, 0.5)

is defined in the following code segment:

1 %============ SETUP THE FRONT ===============

2

3 Nf =100;

4 xf=zeros(1,Nf+2);

5 yf=zeros(1,Nf+2);

6 uf=zeros(1,Nf+2);
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7 vf=zeros(1,Nf+2);

8

9 for l=1:Nf+2

10 xf(l)=xc -rad*sin (2.0*pi*(l-1)/(Nf));

11 yf(l)=yc+rad*cos (2.0*pi*(l-1)/(Nf));

12 % The code only works when the front is set in

13 % the counterclockwise direction

14

15 end

As mentioned at the beginning of this chapter, this “front” is massless

and well defined at the beginning of the simulation. The movement of the

front is based on the velocity information near the front and its movement

is based on the velocity information in its vicinity. The front does not

necessarily align with the grid, so when computing the movement of the

front points, a bilinear interpolation is used to weighted average of the

four nearest grid points around the front point, and its weight is calculated

based on how close the grid point is to the front point, shown in Figure

3.3. The four nearest grid points can be found using the built-in “floor”

function in Matlab.

Figure 3.3: The interpretation of the weights as area fractions, by [174]
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This weight is the area of the sub-squares in Figure 3.3, and note that the

closer grid point ϕi,j gets a heavier weight wl
i,j on the front point ϕl

f . the

front value ϕl
f is given by:

ϕl
f =ϕi,j

(
xi+1 − xf

∆x

)(
yi+1 − yf

∆y

)
+ ϕi,j+1

(
xi+1 − xf

∆x

)(
yf − yi
∆y

)
+

ϕi+1,j

(
xf − xi

∆x

)(
yi+1 − yf

∆y

)
+ ϕi+1,j+1

(
xf − xi

∆x

)(
yf − yi
∆y

)
(3.31)

Write equation 3.31 as shown in Figure 3.3:

ϕl
f = wl

i,jϕi,j + wl
i,j+1ϕi,j+1 + wl

i+1,jϕi+1,j + wl
i+1,j+1ϕi+1,j+1 (3.32)

The way the weight is defined made sure the sum of the four weights for a

particular front point is 1. This weighted average is applied to the x, and

y velocity distribution to move the front, as well as the gradient of density

to reconstruct the density field for each time step.

Figure 3.4: The generation of the density field, by [174]

The density field is constructed based on the density gradient at the bound-

ary of a control volume and the density of its neighbouring cells, as shown in

Figure 3.4, when only considering the contribution of the left neighbouring

cell:
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ρi,j = ρi−1,j +∆x

(
∂ρ

∂x

)
i−1/2,j

(3.33)

Whilst in this work, the density for ρi,j is calculated as an average of all

four neighbouring cells:

ρi,j = 0.25 ∗ [ρi−1,j + ρi+1,j + ρi,j−1 + ρi,j+1+

∆x

((
∂ρ

∂x

)
i−1/2,j

−
(
∂ρ

∂x

)
i+1/2,j

)
+∆y

((
∂ρ

∂y

)
i,j−1/2

−
(
∂ρ

∂y

)
i,j+1/2

)]
(3.34)

Note in the code segment for density gradient distribution and density

construction in the Appendix A, lines 5-6, a normal vector was defined to

account for the change of density when crossing the front, and this was

used in the distribution of the density gradient.

3.3 A Simple Comparison with the Level Set

Method

In a 16× 1mm channel, the front with 100 points tracks a droplet with a

radius of 0.35 of the channel width whose centre initially being (4, 0.5) is

defined. The upper and lower boundary are set to be walls, the left bound-

ary is a pressure inlet and the right boundary is a pressure outlet. The

droplet has a slightly bigger density (ρ2 = 1.1kg/m3) than its surround-

ing fluid (ρ1 = 1.0kg/m3). The inlet pressure is set to be 100Pa. The

droplet and the primary fluid share a viscosity of 0.01 Ns/m2. The above-

mentioned numerical method was applied to track the density distribution
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inside the channel as the droplet is being carried downstream. The droplet

is thus being carried downstream and deformed accordingly. A density field

contour is shown in Figure 3.5 to indicate the deformation of the droplet.

Figure 3.5: The density field contour, as an indicator of the capsule defor-
mation

A similar model was produced with comsol using its built-in level set

method, with the same geometry and material settings. The surface ten-

sion module was disabled in COMSOL to align with the current capabili-

ties of our custom 2D solver, which does not yet incorporate capsule shell

tension modeling. This intentional limitation allowed us to: (1) validate

the core fluid-structure interaction algorithms in our solver; (2) establish

a controlled baseline for future extension to interfacial physics; (3) isolate

viscous-driven deformation mechanisms from interfacial effects. The rest

of the COMSOL solver’s settings remained default. A comparison of the

density distribution at 1s yield from both methods is shown in Figure 3.6.

Figure 3.6: The density field contour at 1s (800th timestep)

It can be seen that given the same boundary conditions and time frame,

the droplet’s location varied, which may be resulted from numerical errors

induced by the code. The time stepping and advection method is relatively
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simple in the code, and this may be the reason for this, and I am still

researching for the exact cause.

Figure 3.7: The change of area of the droplet in both methods

Another comparison was the area change of the droplet as it deforms. The

biggest disadvantage of the level-set method is that the mass of each phase

is not conserved. Since the fluid in both models is assumed incompressible,

the area of the droplet can be used as an effective indicator of the mass

of the droplet. A comparison of the area of the droplet in both the level

set method and the front tracking method within the same time frame is

shown in figure 3.7.

In practice, the area of the droplet can be calculated by the built-in function

polyarea() in Matlab, with the front point coordinates in each time step,

to track the changes in the area effectively. Whilst in Comsol, I had to

integrate the surface inside the channel where the level set function ϕ > 0.5,

to account for the secondary phase’s area, hence the droplet’s area. As

64



3.4. UTILIZING ELASTIC MODEL AND FURTHER
EXPERIMENTAL ANALYSIS

shown in Figure 3.7, the area of the droplet in the level set method dropped

significantly compared to that with the front tracking method. As for the

droplet area from the front tracking method, the area oscillated a bit but

largely remained consistent.

Although surface tension was excluded in our simulations, calculating the

Weber number remains essential for physical context validation (We =

0.0481 ≪ 1), the full calculation is attached to the end of this thesis as

Appendix C.

3.4 Utilizing Elastic Model and Further Ex-

perimental Analysis

3.4.1 Utilizing Linear Elastic Model between Front

Points

We have modeled the two-phase fluid system including both inside and

outside of the microcapsule, and the massless front points can represent

and track the thin membrane of the microcapsule. A tension between front

points was modeled to account for the deformation and stretching of the

microcapsule shell. For the linear elastic deformation model, Hooke’s Law

describes the linear relationship between stress (σ) and strain (ϵ):

σ = E · ϵ (3.35)

Where σ = F
a
, F being the applied force (N) and A is the cross-sectional

area of the membrane (m²); ϵ = ∆L
L
, ∆L being the change in length (m)
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and L is the original length (m). In the context of front-tracking points, no

real-time cross-section area can be recorded, so the cross-sectional area of

the membrane is predefined based on the geometry of the microcapsules.

For the tension between any two track points side by side, the linear elastic

deformation model for the membrane is then reduced to:

F =
E · A∆L

L
(3.36)

In which case, L stands for the distance between two track points. To apply

this model to the present numerical framework, two steps will be taken: 1.

In the current front-tracking model, to more effectively account for large

deformations of the dispersed phase droplet, the number of track points

will increase when large deformation occurs. For a core-shell structured

microcapsule in Poiseuille flow condition, sucha large deformation is not

expected, and a fixed number of track points is used to model the shell; 2.

Based on the reduced linear elastic deformation model for the membrane,

apply the material properties of interest into the code to simulate the de-

formation of the shell. The calculation of the change of distance between

track points is rather straightforward, and the same area-averaging method

was utilized.

3.4.2 Fabrication of Microcapsules

The microcapsules used in this study were prepared with a needle-based

device, closely following the method developed by Li et al. [100] The de-

vice incorporated stainless steel dispensing needles of different sizes (27G,

21G, and 19G), along with plastic T-links, cross-links, and polypropylene

fittings. A clear reference table for common hypodermic needle sizes, in-
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Table 3.1: Syringe Needle Sizes Used in This Work

Gauge (G) Outer Diame-
ter (mm)

Inner Diame-
ter (mm)

18G 1.27 1.17
19G 1.07 0.86
20G 0.91 0.60
21G 0.82 0.51
22G 0.71 0.41
23G 0.64 0.33
25G 0.51 0.2
27G 0.41 0.20

cluding their outer diameters (OD) in millimeters and typical applications,

based on ISO 9626 [83], is shown in Table 3.1. Notes:

1. All dimensions are based on ISO 9626:2016 standards. Outer diameters

are standardized, but inner diameters may vary slightly by manufacturer

(typically ±0.02 mm) due to wall thickness differences.

2. Higher gauge numbers indicate smaller diameters (e.g., 27G is thinner

than 18G).

3. Needle length (not shown) is independent of gauge and typically ranges

from 0.5 to 1.5 inches.

Three dispensing needles of varying sizes were employed: the narrowest

(27G) for the inner phase, the medium-sized (21G) for the transitional

phase, and the widest (19G) for the outer phase. The device comprised two

main segments: a coaxial segment that guided the middle phase through a

tee link and a flow-focusing segment that delivered the outer phase via a

cross-link, as illustrated in Figure 3.8.

The dispensing needles were precisely arranged within the T-links and

cross-links, with UV-curing adhesive used to ensure the components were

securely assembled and leak-proof. A glass capillary was attached to the
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Table 3.2: The Properties Of The Shell Material

Property Values

Viscosity 200-300 [mPa·s]
Density 1.09-1.10 [g/cm3]
Tensile Strength 37-48 [MPa]
Elongation at Break 25-28%
Flexural Strength 36-49[MPa]

dispensing needle at the collection outlet to observe the formation of droplets

in real-time.

Figure 3.8: A: Schematic illustration of the generation of double droplets
via needle device; B: A picture showing the structure of the microcapsule
fabrication device.

High-precision PLA bio-based resin, eResin-PLA Pro was used to fabricate

the shell of the microcapsule. The properties of the shell material are shown

in Table 3.2:

The outer phase is a mixture of surfactants F108 and PVA with deionized

water and the microcapsule core is deionized water mixed with blue ink to

better indicate the core size and any leakage per shell rupture. The mi-

crocapsules were synthesized using the needle device connected to syringes

mounted on three syringe pumps (LSP01-2A, LSP01-2B, and LSP10-1B).

The flow rates for each phase are 40 µL min−1 for the inner and middle

phases and 400 µL min−1 for the outer phase.
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3.4.3 Characterizing the Mechanical Properties of the

Microcapsule

To characterize the mechanical properties of the produced microcapsule,

a parallel plate compression experiment was performed with a Rheometer

(DHR-3, TA Instruments) using a 25 mm diameter stainless steel plate-

plate test rig, in a similar manner to the work of Nascimento, et al [45].

Each capsule is placed in a drop of deionized water. A total of 100 steps of

compression were conducted with each step of 10 µm, and the time interval

between each compression step was 1 s. The axial reaction force from the

upper plate was recorded, where a sudden drop of reaction force from the

axial indicates the rupture of the capsule.

Figure 3.9: A: Produced Microcapsule, With Scale Bar; B: Ruptured Micro-
capsule After Compression; C, D: The Parallel Plate Compression Setup.

A patch of 100 core-shell structured microcapsules was produced. When

the system reached a stable condition, the average size of the produced

microcapsule was about 400 µm in diameter and the liquid core size was
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about 350 µm. A picture of a single produced microcapsule is shown in

Figure 3.9. The parallel plate compression experiment was conducted until

the microcapsule was ruptured, from the reading of the axial force from

the plate. A picture of a ruptured microcapsule is shown in Figure 3.9, and

the compression experimental setup is shown in Figure 3.9 C and Figure

3.9 D. The result of the microcapsule compression experiment is shown in

Figure 3.10.

Figure 3.10: The Result Of Parallel Plate Compression. ∆ h Being The
Plate Movement Distance Starting From Contact With The Microcapsule.

It can be observed that the microcapsule could withstand a decent com-

pression force before rupture, which is very promising as a candidate for

drug delivery. A 2D numerical simulation of the compression experiment

was also conducted, aiming to investigate the stress distribution with the

microcapsule shell, when under compression. In the 2D numerical model,

the simulation represents a cross-section of the physical scenario, effectively

modeling a tube of unit depth rather than a 3D object. As a result, the

contact area between the microcapsule and the top plate in the simulation

is represented as a rectangle. However, in reality, when a spherical mi-

crocapsule is compressed between two parallel plates, the contact area is
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circular. To account for this difference and convert the simulated reaction

force into a more realistic 3D estimate, a geometric correction was applied

based on the actual circular contact area observed experimentally. This ad-

justment allows the comparison of 2D simulation results with the expected

physical behavior in three dimensions.

The results are shown in Figure 3.11. It can be observed that when un-

der compression, one major concentration point of stress within the capsule

shell is near the inside surface of the capsule contacting the plates. Compar-

ing with the experimental results shown in Figure 3.9 B, it can be inferred

that the capsule rupture is likely to start in those two locations, and thus

break the capsule into 2 pieces. The reaction forces from the upper plate

were also recorded for each compression stage, and the result is shown in

Figure 3.10. The total reaction force was adjusted based on the contact

area between the deformed capsule and the top plate. A decent match was

found. The area average stress within the microcapsule shell was calculated

to help model the capsule shell in the next section.

3.4.4 A Brief Experimental Validation

The previously proposed explicit projection finite-volume method flow solver

on a fixed grid was used to model the two-phase fluid system including both

inside and outside of the microcapsule, and massless marker points were

used to represent and track the thin membrane of the microcapsule. Due

to the modeled tension between the track points which represents the mi-

crocapsule shell, the microcapsule should be able to maintain its shape

when being carried by Poiseuille flow. 8 mm of the microchannel with a

width of 1 mm was modeled. Similar flow conditions were applied with the

experimental results, based on the approximate travel velocity of the mi-
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Figure 3.11: The Result Of Numerically Simulated Parallel Plate Com-
pression. Δh Being The Plate Movement Distance Starting From Contact
With The Microcapsule. Plot Showing Von-Mises Stress Distribution.

crocapsule. The microcapsule traveled a length of 8 mm in about 1 s in the

experimental investigation, and the inlet pressure condition was adjusted

to match the experimental result. Accurate real-time pressure readings at

the microscale inlet were technically unfeasible in our experimental setup

due to sensor resolution constraints and flow disturbances caused by phys-

ical probes. While the microcapsule’s travel distance (8 mm) and time (1

s) were precisely measurable, direct pressure data contained uncertainties

beyond ±15%. To enable valid comparison, we adopted a common vali-

dation practice in microfluidics [24, 143]: Step 1: Used the experimentally
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observed velocity (8 mm/s) as the ground-truth benchmark. Step 2: It-

eratively adjusted the simulated inlet pressure until the capsule’s velocity

matched the experimental value within ±3% error. Step 3: Maintained

this calibrated pressure for all subsequent simulations. This approach pri-

oritizes the replication of measurable kinematics (position/time data) over

unverifiable boundary conditions. Similar strategies are well-established in

hemodynamics and particle transport studies, where boundary pressures

are often derived from velocity outputs rather than direct measurements.

The simulated result is shown in Figure 3.12.

Figure 3.12: The Result Of Numerically Simulated Microcapsule Under
Poiseuille Flow Conditions

It can be observed from the left side of Figure 3.12, that the microcapsule

experienced no noticeable deformation when traveling in the microchannel,

while the modeled microcapsule on the right side, although largely retained

its form factor, yet very slight deformation was observed when traveling

near the right side of the channel. One possible explanation would be that

the tension between the front points was modeled from a reduced linear

elastic model with a predefined cross-section area, validated 2D parallel

plate compression simulation. This might not be enough to simulate the

capsule shell tension under complex flow conditions. An advantage of this

model is that this model did not involve complex traditional FSI compu-

tations, and the front points are massless markers, just to separate the

core of the microcapsule and the surrounding fluid, so the computational
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cost is quite low. In this section, it can be concluded that the fabricated

microcapsule can withstand the Poiseuille inflow conditions.

Regarding the narrower range of h (deformation/depth parameter) in Fig-

ure 3.10 simulations compared to experimental data, this limitation arises

from numerical convergence challenges in COMSOL under large deforma-

tions. Specifically, the finite element model encounters mesh distortion and

solver instability when h exceeds a critical threshold, preventing conver-

gence. Experimental setups are not constrained by these numerical stabil-

ity requirements, allowing measurement at larger h values. We acknowledge

this as a known trade-off in computational mechanics: while simulations

provide high-resolution insights into localized physics, they sacrifice range

to maintain accuracy. Future work will explore adaptive remeshing or Ar-

bitrary Lagrangian-Eulerian (ALE) formulations to extend the valid sim-

ulation range. While this restricts direct comparison at extreme h values,

the simulation remains fully valid within its operational range (≈ 220 µm),

as validated against experimental baselines.

3.4.5 Microcapsule in an Oscillating Microchannel

An oscillating flow experimental rig is proposed for generating controlled

oscillating flow in a microfluidic setup. The rig is composed of 4 main parts,

a standard 18650 lithium-ion battery to provide the power to drive the rig,

a control circuit board to generate signals to drive the sonic motor, an

off-the-shelf sonic motor (Constar, 1640ZDF), and a 3D-printed switchable

holder, as shown in Figure 3.13 A. A 3D-printed case holds these parts

together. Because the rig is powered by a standard battery cell, the whole

system is highly portable. The technical specs of the sonic motor used in

this rig are shown in Table 3.3.
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Figure 3.13: A: A Sketch Showing The Structure Of The Rig. B: A Pic-
ture Of The Assembled Rig. The Microfluid Chip Is Marked With A Red
Square.

Table 3.3: The Technical Specs Of The Motor

Parameter Values

Voltage 3.7 [V]
Operating Frequency Range 220 [Hz]
Starting Torque 15 [mN·m]
Starting Current 1 [A]
Load Current 350 [mA]
Electrical Power Input 1.295 [W]

To generate controlled oscillating flow from the vibration of a microfluidic

chip, as shown in Figure 3.13 B, the microfluidic chip shall be installed on

the holder at the tip of the sonic motor. When the device is on, it will

effectively transfer vibration energy to the microfluidic chip, and the flow

within the chip will achieve the required perturbation condition. A section

of 1 mm wide, 20 mm long PDMS microchannel was fabricated from a

customized aluminum mold, and sealed with a slice of glass plate using

Plasma-activated bonding.

To further investigate the mechanical properties of the fabricated microcap-

sule, an oscillating microchannel was fabricated to investigate the response

of the microcapsule when an oscillating boundary condition is applied to

the microchannel walls. The microcapsule was injected into the microchan-

nel and installed onto the proposed oscillator, as shown in Figure 3.13 B.
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The microchannel was filled with deionized water and the microchannel

system was vibrated for 2 min with the sonic rotor working under 220 Hz

mode, with no rupture observed. The system vibrated for 2 min with the

rotor working under 36 Hz mode, with no sign of rupture observed again.

The microcapsule was then inspected under a microscope. A comparison is

shown in Figure 3.14. As the figure indicates, no sign of leakage or rupture

of the microcapsule can be observed. It can be concluded that the fabri-

cated microcapsule can withstand the proposed oscillating flow conditions.

As shown in Figure 3.14, there is a noticeable increase in the shell thick-

ness of the microcapsules after the oscillating experiments. This change

is attributed to the water absorption behavior of the shell material. The

microcapsules were fabricated with a porous shell structure, which allows

water molecules to penetrate and be retained within the material when

immersed in an aqueous environment. During the oscillating experiments,

the microcapsules remained suspended in water, and over time, water in-

filtration caused the shell to swell. As a result, the shell appears thicker

in the post-experiment images. This phenomenon is consistent with the

known properties of porous polymeric materials, which tend to absorb and

retain moisture when exposed to water, leading to dimensional changes. It

is important to note that this thickening does not imply structural failure

but rather a reversible physical response to hydration.

Figure 3.14: A Comparison Of The Microcapsules Before (A) And After
(B) The Oscillating. Scale Bar = 200 µm. Oscillation Frequency = 220
Hz; Duration = 2 Minutes; Temperature = 25°C.
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3.4.6 Justification of Operating Frequency (220 Hz)

The selection of 220 Hz as the operational oscillation frequency is grounded

in two synergistic principles that optimize system performance for biomed-

ical microfluidic applications:

1. Viscous-Dominated Flow Regime

At 220 Hz, the Womersley number α of the current microfluidics system

can be calculated as:

α = r

√
ω

ν
= 0.0005×

√
1382.30

1.004× 10−6
= 0.5867 (3.37)

Where r stands for the characteristic length (hydraulic radius), ω stands

for angular frequency (Calculated from frequency), and ν is the kinematic

viscosity of fluid, in this case, water.

At 220 Hz, the oscillatory flow operates in a regime where viscous forces

dominate inertial forces (Womersley number α¡1), enabling precise control

over microscale fluid mixing without turbulence. This is critical for appli-

cations like lab-on-a-chip systems in the context of biomedical applications,

where laminar flow prevails [206].

2. Hardware Synergy:

The Constar motor’s torque profile peaks near 220 Hz, maximizing me-

chanical efficiency while avoiding resonance-induced instability (Per man-

ufacturer’s datasheet).
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3.5 Conclusion and Limitations

This study involves the fabrication and characterization of microcapsules

for potential drug delivery applications. The microcapsules are created

using a needle-based device with three stainless steel dispensing needles of

various sizes. The outer shell is made of a high-precision PLA bio-based

resin, while the core consists of a mixture of deionized water and blue

ink. An oscillating microchannel device is designed to generate controlled

oscillating flow in a microfluidic setup.

The microcapsules are subjected to parallel plate compression experiments

to assess their mechanical properties. Results indicate that the microcap-

sules can withstand compression forces up to 50 N, as demonstrated in

Figure 3.10, highlighting their mechanical robustness and potential suit-

ability for drug delivery applications. Numerical simulations of the com-

pression experiment are conducted, showing stress distribution within the

capsule shell. A front-tracking-based 2D membrane model is proposed to

simulate the microcapsule’s behavior under Poiseuille flow conditions. The

model suggests that the fabricated microcapsule can maintain its shape

under Poiseuille flow conditions. The microcapsules are further tested in

an oscillating microchannel under different frequencies. The results demon-

strate that the microcapsules can withstand the proposed oscillating flow

conditions without signs of rupture or leakage.

To sum up, the study successfully fabricates and characterizes microcap-

sules with promising mechanical properties for drug delivery applications.

The combination of experimental and numerical approaches in this study

provides valuable insight into the mechanical behavior of microcapsules

under the tested conditions, supporting a better understanding of their

structural performance. Yet there are several limitations and plans to im-
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prove upon the current numerical framework. Firstly, the model relies on a

predefined cross-section area, and for the reduced linear elastic model, the

Poisson’s ratio isn’t considered. Secondly, the microcapsule’s shell is mod-

eled using an array of massless points. Consequently, detailed information

about the capsule shell’s internal structure can’t be analyzed. Thirdly, the

flow solver employs an explicit projection method with a second-order up-

wind scheme and uses a SOR method to update pressure. More advanced

time-stepping and advection schemes could enhance accuracy. To better

capture the deformation behavior, particularly the volume changes under

compression and tension, a numerical framework based on Comsol is used

in Chapter 4.
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Chapter 4

The effect of Flow-Induced

Shear Stress and

non-Newtonian effect on

Deformation and Flow

Dynamics of Microcapsules in

a Microchannel

4.1 Introduction

In chapter 3, we have successfully fabricated and characterized microcap-

sules with significant potential for drug delivery applications, revealing both

strengths and areas for further refinement in numerical modeling. This

analysis has laid a solid foundation for understanding microcapsule be-

havior under various conditions and pinpointing specific limitations that
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future studies can address. Enhancing the numerical framework with con-

siderations for Poisson’s ratio, shell structure, and advanced simulation

techniques will undoubtedly yield more precise insights into microcapsule

mechanics.

Building upon this foundation, this chapter delves deeper into microcap-

sules’ deformation and mechanical properties as explored through existing

literature and numerical investigations. These studies, primarily focused

on fluid-structure interaction phenomena, shed light on microcapsules’ dy-

namic behavior and equilibrium positions under diverse flow conditions.

By integrating these insights, the subsequent research aims to advance our

comprehension of the fluid-structure interaction mechanisms and their im-

plications for drug delivery applications. Despite the latest advances in

applying microfluidic emulsification technology to generate microcapsules

for drug delivery, and other biomedical applications [151], there are still

some problems that have not been adequately studied or fully understood,

and more comprehensive, systematic, and in-depth analyses are needed.

(1) Fluid-structure coupling is a common multiphysics phenomenon, in

which fluid flow will deform the solid structure, and the latter will further

change the fluid flow boundary conditions. The interaction between fluid

and structure is ubiquitous in many natural phenomena and engineering

systems. Several studies have been conducted on the flow of microcapsules

in a microfluidic channel in recent years [183, 182, 59, 77, 51, 211], and

the adhesion of microcapsules with different sizes and shapes on the blood

vessels has also been reported [120]. The flow of viscous fluid in contact

with the solid shell of the microcapsules will exert stress on the solid-liquid

interface. The stress field of the viscous fluid is affected by the dynamic

change of the structure, and the stress field can affect the mechanical prop-

erties of the microcapsules, which in turn affects the release kinetics of the
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microcapsules.

(2) Soft polymers such as PDMS have excellent optical transparency, gas

permeability, and biocompatibility, which are essential for cell culture on

biochips and are widely used in cell engineering and medicine, biological

tissue engineering, and other fields. PDMS can be used as a microcapsule

shell in lab-on-a-chip systems to study drug delivery in blood vessels [25].

The deformation of a thin PDMS shell can affect fluid flow and cause

pressure drop changes [28]. However, the complex fluid-solid coupling effect

produced by this flexible material has not been studied adequately.

(3) It is very difficult to experimentally measure the flow field of compound

droplets in a microdevice, this is not only because the invasive methods will

interfere with the flow conditions in the microchannel, but also because

the particle image velocimetry (PIV), particle tracking velocimetry (PTV)

and laser-induced fluorescence (LIF) technologies normally have an optical

distortion at the interface. Alternatively, computational fluid dynamics

(CFD) has shown its potential in analyzing complex flow fields surrounding

the double emulsion in the microchannel.

Yet attempts to look into the deformation of such microcapsules as well as

characterizing their mechanical properties have been reported in the liter-

ature, mostly numerically. Gubspun et al. [66] reported that the motion

of microcapsules in confined flow has quantitative similitudes with rigid

spheres in terms of velocity and axial extent of the perturbation. Although

validated with experimental results, FSI between the fluid and the micro-

capsule membrane was not considered in this work. Shin et al. [44] reported

the dynamic motions and lateral equilibrium positions of a two-dimensional

elastic capsule in a Poiseuille flow condition. Transitions between different

capsule motion patterns were observed and the lateral equilibrium posi-
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tions of the capsules regarding different conditions were investigated. El

Jirari et al. [45] numerically investigated the deformation of the micropar-

ticle resulting from its interaction with blood flow and the arteriolar wall

using various capillary numbers and respecting the physiological properties

of blood and arterial wall. It was found that the arteriolar wall distensi-

bility deeply influences both the deformation and velocity of the micropar-

ticle. The numerical work conducted by Shin et al. and El Jirari et al.

both adopted the arbitrary Lagrangian-Eulerian (ALE) method to solve

the fluid-structure interaction between the fluid and the capsule/particle.

A numerical model has been developed to investigate the effect of flow con-

ditions such as inlet flow rate, and the microcapsule properties such as the

shell thickness and Young’s Modulus on the deformation of microcapsules

flowing in a microchannel. The work will shed light on an in-depth under-

standing of the fluid-structure interaction phenomenon in microsystems for

drug delivery applications.

4.2 Numerical Model

A 2D numerical model was developed to investigate the fluid-structural

interaction between the flow inside of a straight microchannel and a core-

shell structured microcapsule of various shell thicknesses at various inflow

velocities.

4.2.1 Governing Equations, Geometry, and Meshing

The basic equations governing the fluid motion are mass and momentum

conservation:
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ρ∇ · u = 0 (4.1)

ρ
∂u

∂t
+ ρ(u · ∇)u = ∇ · [−pI +K] + F (4.2)

where ρ is the density, u is the velocity vector, p is pressure, K is the

viscous stress tensor and F is the volume force vector.

At the current setup, the microchannel is considered as a straight rigid-

walled tube, with an inner diameter of 1 mm and a length of 14 mm. An

illustrative figure is shown below to indicate the dimensions of the current

geometry setup. The microcapsule is core-shell structured, with a liquid

core of water and a solid shell of polydimethylsiloxane (PDMS). The fluid

carrying the microcapsule inside the microchannel is also set to be water.

The microcapsule in this work has an outer diameter of 0.25 mm, with

various shell thicknesses.

During the simulation, various inlet flow velocity was applied, the most

aggressive of which being 0.2 m/s, in which case the Reynolds number of

this configuration can be calculated as:

Re =
ρV L

µ
=

998.29kg/m3 × 0.2m/s× 1mm

1.002× 10−3N · s/m3
≈ 200 (4.3)

Where ρ and µ stand for the density and the dynamic viscosity of water,

accordingly. V stands for the flow velocity of the flow and L represents the

characteristic length, in this case, being the diameter of the microchannel.

For the current work, the inlet flow velocity ranges from 0.05 m/s to 0.2

m/s, thus the flow inside the microchannel for this work can be considered
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Figure 4.1: Schematic of the microchannel geometry and the meshing of the
2D model setup with the microcapsule (shell thickness: 0.1 mm), located
at the initial position

laminar under every working condition. To produce consistent results, it is

essential to make sure the flow inside the microchannel is fully developed at

the initial position of the microcapsule. For the current laminar pipe flow,

an empirical formula to determine the entrance length is available from [79],

and considering the most aggressive condition: Ln = 0.06Re·D = 1.94mm.

As indicated in Figure 4.1, the initial position of the microcapsule centre

being set to 3 mm downstream of the inlet should be appropriate for this

study. The mesh was generated using the predefined meshing tool within

the Comsol software, with the normal mesh size preset. To be more specific,

the maximum element size is 0.0938 mm and the minimum is 0.0042 mm.

The maximum element growth rate is 1.3, and the curvature factor is 0.3.

Special treatments were applied to solid-liquid interfaces. The mesh for a
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typical setup of this study is shown in Figure

A mesh sensitivity study was conducted to double-check that the mesh size

of choice is suitable for this work and partially served as a validation for

the numerical framework established. Four different preset mesh configu-

rations for the Comsol software were chosen, to capture a radial direction

flow velocity profile at 7 mm downstream of the entrance of the previously

proposed microchannel, and the flow velocity was set to be 0.15 m/s. It can

be observed that the flow is fully developed at the chosen location. Leg-

ends in Figure 2A indicate different predefined meshing options in Comsol,

where the “Coarser” option yields a mesh with a maximum element size

of 0.087 mm; “Coarse”, 0.067 mm; “Normal”, 0.045 mm; “Fine”, 0.028

mm, accordingly. An analytical solution for fully developed laminar pipe

flow from [191] was also plotted as a reference. From Figure 4.2A, apart

from the coarser meshing preset in Comsol, good matches can be found

between the analytical solution and numerical solutions using the current

model. Although the Coarse meshing preset has shown a good capabil-

ity of capturing the fluid information, to more precisely look into the FSI

phenomenon between the fluid and the microcapsule, and also allow more

space for moving mesh, the Normal meshing preset was adopted in the

actual study.

To account for the microcapsule’s influence on the flow inside the mi-

crochannel, the velocity magnitude of the flow near the microcapsule was

investigated with our numerical framework, at conditions of inflow velocity

= 0.15 m/s, with the microcapsule of shell thickness of δ∗ = 0.4. The plot

was captured at time = 0.02 s after release. It can be observed from Figure

4.2B that the presence of the microcapsule greatly altered the in-duct flow

profile, and the velocity magnitude distribution difference between the up-

stream side (left side) and the downstream side (right side) shows that the
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Figure 4.2: A: Radial direction flow velocity profile at 0.7 mm downstream
of the inlet for various mesh configurations. Flow velocity = 0.15 m/s.
Legends indicate different predefined meshing options in Comsol, where the
“Coarser” option yields a mesh with a maximum element size of 0.087 mm;
“Coarse”, 0.067 mm; “Normal”, 0.045 mm; “Fine”, 0.028 mm, accordingly;
B: Contour of velocity magnitude in the vicinity of the microcapsule. Inflow
velocity: 0.15 m/s, δ∗ = 0.4, time = 0.02 s; Scale bar represents 0.2 mm

microcapsule is been carried by the moving flow.

Also, it seems that at our current setting for contour precision (30 levels),

no obvious internal circulation is observed, and the internal flow velocity

seems to be uniform. This might be attributed to the physical blockage

effect due to the presence of the solid microcapsule shell such that the flow

in the vicinity of the microcapsule will not give rise to the perturbation of

the flow inside the microcapsule.
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To describe the microcapsule shell thickness more conveniently, a dimen-

sionless microcapsule shell thickness was adopted in this study: δ∗ = δ
R

Where δ is the microcapsule shell thickness, and R is the radius of the

microcapsule. The resulting δ∗ would be the dimensionless shell thickness.

The microcapsule modeled in the current study share an outer radius (0.25

mm), with 3 different shell thickness adopted, namely 0.05 mm, 0.1 mm,

and 0.15 mm, corresponding to the dimensionless capsule shell thickness

of: δ∗ = 0.2, δ∗ = 0.4, δ∗ = 0.6, respectively.

4.2.2 Materials, Numerical Methods, and A Brief Val-

idation

The fluid in this study, as well as the inner liquid core of the microcapsules,

are both set to be liquid water, and the shell material of the microcapsules

are set to be polydimethylsiloxane (PDMS). For the proposed FSI inves-

tigation of this work, the Comsol software was utilized to conduct the

numerical simulation. The default material properties were adopted dur-

ing the study and a table of parameters of materials used in this work is

shown in Table 4.1.

Table 4.1: Material properties

Water, liquid

Density 998.29 [kg/m3]
Viscosity 1.002 ×10−3[ N·s/m3]

PDMS

Density 970 [kg/m3]
Young’s modulus 750 [kPa]
Poisson’s Ratio 0.49

The Solid material was assumed to be linear elastic. This work considers the

mechanical properties of polydimethylsiloxane (PDMS), and the density,
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Young’s modulus, and Poisson’s ratio adopted in this work are 970 kg/m3,

750 kPa, and 0.49, respectively. The Bond number of the capsule in the

current setup was calculated as:

Bo =
∆ρgl2

σ
≈ 1× 10−5 ≪ 1 (4.4)

Where g stands for the gravitational acceleration, l stands for the character-

istic length of the capsule (diameter), ∆ρ stands for the density difference

between the PDMS and liquid water, and σ for the surface tension of the

capsule. The gravity effect of the microcapsule is thus neglected.

Figure 4.3: Sketch of compression test used to characterize the mechanical
response of the produced microcapsules

A numerical simulation of a single capsuled parallel plate compression was

carried out to validate the deformation response of the microcapsule within

our proposed numerical framework (that is, with the same material settings

and FSI between the microcapsule liquid core and solid shell). As for the

parallel plate setup, we referenced the work of [45] The stress σ and the

deformed shell surface area A are evaluated as shown:

σ =

(
F

πa2

)
(4.5)
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A = 2πa2

(
1 +

(
c2/a2√
1− c2/a2

tanh−1
√

1− c2/a2

))
(4.6)

Where F stands for the reaction force on the compression plate and a,

c corresponds to the deformed geometry parameters of the microcapsule

shown in figure 4.3. Based on these data, the true area strain ϵ can be

calculated as:

ϵ = ln

(
1 +

∆A

A0

)
(4.7)

Where ∆A is the difference between A and the original microcapsule surface

area A0. The apparent modulus was evaluated as the ratio of maximum

stress to maximum strain. The simulated result was calculated in the same

method. The deformed geometry parameters were measured from the 2D

deformed results, and the total reaction force measured on the top plate was

converted to 3D based on the contact area between the deformed capsule

and the top plate. Good matches were found.

The deformation and stress distribution of the microcapsule shell is shown

in Figure 4.4. [45] used crosslink ratio to indicate the stiffness of the mi-

crocapsule shell, whereas in our model we specified the PDMS Young’s

modulus to do so. Per the systemic experiments on the relations between

PDMS’ crosslinking ratio and elastic modulus by [190], the material pre-

sets adopted by our work lie in the region of the crosslinking ratio of 20:1,

which is consistent with that in the works by [45].

4.3 Results and Discussion

As found in existing literature, such as the work by [115], von-Mises stress

can be used as an effective indicator for the load applied on such core-shell

90



4.3. RESULTS AND DISCUSSION

Figure 4.4: Stress distribution of the deformed microcapsule; Shell relative
thickness δ∗ = 0.2

structured microcapsules. Higher load on the microcapsule leads to higher

von-Mises stress on the microcapsule shell, thus the microcapsule is more

likely to break. As for the case studied in this work, the load and von-Mises

stress are very small compared to the amount required for capsule rupture,

yet the von-Mises stress can still be considered a useful tool to indicate the

load on the microcapsule. Thus the von Mises Stress on the microcapsule

shell was analyzed within the Comsol software.

4.3.1 von Mises Stress Distributions over the Micro-

capsule Shell

The surface average von Mises stress can be calculated for each configu-

ration at every flow velocity for every time frame. When examining the

surface-averaged von Mises stress for each configuration, an oscillation pat-

tern can be observed, characterized by alternating stress concentrations on

the leading and trailing sides of the microcapsule shell. This pattern ap-
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pears as the microcapsule accelerates due to fluid flow and is likely caused

by the deformation of the shell material under varying hydrodynamic forces.

The oscillation pattern tends to narrow down to a certain value, which is

considered the stable average surface von Mises stress for one configura-

tion, and this oscillation pattern can be used as an indicator for determin-

ing whether the microcapsule has been stable in the flow. It can also be

observed that for the same flow velocity, the microcapsule with a thicker

shell tends to take longer to achieve stable conditions. The time history

of the surface average von Mises stress of each configuration showing this

pattern is attached as appendix data.

Images of the von Mises stress distribution over various microcapsule shells

of different thicknesses at various velocities are shown in Figure 4.5. In each

subplot, the chosen time frame is different, which is based on the above-

mentioned method to make sure the microcapsule has achieved a stable

condition when capturing its stress distribution. Sub figures in Figure 4.5

shows the plots of flow velocity at 0.05 m/s, 0.1 m/s, 0.15 m/s and 0.2 m/s,

from A to L, accordingly. For all configurations, symmetrical distribution

can be found along the flow direction. Moreover, a rotational symmetric

distribution of von Mises stress over the microcapsule shell can also be ob-

served on dimensionless capsule shell thickness of δ∗ = 0.2 and δ∗ = 0.4

configurations, especially at higher flow velocities.

As for the δ∗ = 0.2 microcapsules, a rotational symmetry distribution of

order 6 can be observed at all flow velocities, yet for the δ∗ = 0.4 microcap-

sules, the 6th order rotational symmetry in stress distribution can only be

observed at higher flow velocities, and such rotational symmetry doesn’t

exist at all for the δ∗ = 0.6 microcapsules. The above 6th-order rotational

symmetry observed shows that, for certain configurations, the stress con-

centration can happen at multiple positions along with the capsule shell.

92



4.3. RESULTS AND DISCUSSION

Figure 4.5: von Mises stress distribution on the microcapsule shell under
different flow velocities: (A–C) 0.05 m/s, (D–F) 0.1 m/s, (G–I) 0.15 m/s,
and (J–L) 0.2 m/s, the dimensionless shell thickness from left to right are
δ∗=0.2, δ∗=0.4, and δ∗=0.6, accordingly. The scale bar represents 0.2 mm

This may provide some novel insights on the breaking up mechanism of

such core-shell structured microcapsules. From the above results, a general

trend can be observed, that a higher flow velocity would induce a higher

shell von Mises stress level over the microcapsule shell, and so would a thin-

ner shell thickness. This trend would be discussed in more detail within

the following section.
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4.3.2 Surface Average von Mises Stress over the Mi-

crocapsule Shell

As mentioned in section 3.3.1, based on the simulation results, it is observed

that the oscillation pattern in the surface-averaged von Mises stress of the

microcapsule shell tends to narrow toward a relatively steady range over

time. This trend may serve as a potential indicator for identifying whether

a microcapsule being carried by fluid flow has reached a quasi-steady me-

chanical state; however, further validation and investigation are needed to

confirm this behavior. The mean stable von Mises stresses over each config-

uration can be acquired by averaging the surface average von Mises stress

over a period where the capsule has achieved its stable condition.

As for the calculated average mean surface average von Mises stress, all

three configurations have shown a tendency of increasing their stress level

when exposed to a higher flow velocity. It can be seen in Figure 4.6A,

that the δ∗ = 0.2 microcapsules is most sensitive to flow velocity changes.

The δ∗ = 0.4 and the δ∗ = 0.6 microcapsules have shown relatively sim-

ilar responses to the change of flow velocity, yet the overall trend can be

described as When being carried along in a fully developed pipe flow, the

microcapsule with a thinner shell tends to accumulate stress at a higher

rate compared to that with a thicker shell.

4.3.3 Investigation of Microcapsules’ Deformation

The deformation gradient contains the full information about the local

rotation and deformation of the material and is thus considered a great tool

to describe the deformation response of the microcapsules in the current

study. The deformation gradient F is defined as:
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Figure 4.6: A: Microcapsule Shell Surface Average von Mises Stress trends
in terms of different capsule shell thickness and flow velocity; B: The local
deformation gradient y1 component of the microcapsule of δ∗=0.4 under
various flow velocities; C: The integrated elastic strain energy over the
δ∗=0.4 capsule under different flow velocities; D: The integrated elastic
strain energy for different shell thickness under the same 0.1m/s flow ve-
locity

F =
∂x

∂X
= I +

∂u

∂X
(4.8)

where the coordinates X denote the original location of the material par-

ticle, and the coordinates x = x(X, t) denote the new location where the

material particle has been moved to after a certain time t. For the current

2D setup, the above definition can be shown in matrix form:

 ∂x
∂X

∂x
∂Y

∂y
∂X

∂y
∂Y

 =

1 + ∂u
∂X

∂u
∂Y

∂v
∂X

1 + ∂v
∂Y

 (4.9)
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where u and v stand for the velocities of the material particle. The time

history of the surface average local deformation gradient y1 component over

the microcapsule shell can be recorded within the Comsol software. Due

to symmetry, the y1 component is the inverse of the x2 component in our

case, thus only the y1 component is used to reflect the deformation response

of the microcapsule. Among the three cases with different microcapsule

thicknesses in this work, the δ∗=0.4 configuration seems to be the most

appropriate case since it is neither too sensitive nor insensitive to external

loads as the δ∗=0.2 case and the δ∗=0.6 case. Therefore the microcapsule

with δ∗=0.4 was chosen as a representative case for this study, under flow

velocities from 0.05 m/s to 0.2 m/s at an incremental step of 0.05 m/s (same

as previous sections of this work). The same reasoning also applies to the

following investigation regarding the effects of different Young’s Modulus.

The results are shown in Figure 4.6B. For one microcapsule, its deformation

trend is heavily affected by the flow velocity, that is, with a higher velocity,

the microcapsule tends to deform more dramatically. It is worth noting that

our current settings resulted in some inconsistent convergence performances

for different cases, as shown in Figure 4.6B in the manuscript, especially

for the 0.15 m/s case, the calculation stopped due to convergence issues,

and we were not able to produce the final deformation level for this case.

With a clear trend being shown from produced data, the current results

are considered sufficient to illustrate the deformation behaviour of such

microcapsules for this work.

Moreover, a negative tendency can be observed at the beginning for higher

velocity cases. Because of the modelled microcapsule’s elastic nature, this

tendency can be considered as an elastic energy storage-relax process, which

corresponds to the previously discussed microcapsule acceleration process

in the moving fluid from its initial position. It can also be observed that
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this process is severer under higher flow velocities, yet for small flow veloci-

ties, such a phenomenon is less obvious until completely absent. To further

investigate this elastic energy storage-relax process, with the tools provided

within Comsol, we integrated the elastic strain energy over the microcap-

sule shell to produce total strain energy stored in the capsule shell due to

deformation for every time step. In each configuration we investigated in

this work, a rapid energy storage process in the microcapsule shell can be

observed at the beginning and followed by a slower energy relaxing process

can be observed. Such energy storage-relax process with the microcapsule

with δ∗=0.4 under various flow velocities is shown in Figure 4.6C. It can

be observed that higher flow velocity induced storage-relax process tends

to be more rapid. Also, it can be observed from Figure 4.6D that due to

the shell being thicker, when under similar circumstances, although stress-

wise is less concentrated (as shown in Figure 4.6A), the microcapsules with

thicker shells (larger δ∗) tend to exhibit better capabilities to store strain

energy.

Microcapsules with different Young’s Modulus were also investigated. The

same δ∗ = 0.4 microcapsules were used, under a flow velocity of 0.15 m/s.

Four different Young’s Modulus was adopted: 750 kPa (baseline), 600 kPa,

450 kPa, and 300 kPa. The results of the microcapsules’ deformation re-

sponses are shown in the left subfigure in Figure 4.7 with each case’s von

Mises stress distribution over the microcapsule shell at 0.05s shown in the

right subfigure in Figure 4.7.

It can be observed that, with a smaller Young’s Modulus, the microcap-

sule’s ability to relax from the initial energy charge process decreases. For

stiffer microcapsules, that is, with a higher shell Young’s Modulus, it can

be inferred that the flow shear stress from the fully developed laminar pipe

flow is most responsible for the deformation of the capsule. Yet for softer

97



4.4. CONCLUSIONS

Figure 4.7: Left: The local deformation gradient y1 component of the
microcapsule of δ∗=0.4 at 0.15 m/s with different Young’s Modulus; Right:
Images of von Mises stress distribution over microcapsule shells of different
Young’s Modulus at 0.05 s, from subplot A to D corresponds to E=750
kPa, 600 kPa, 450 kPa, and 300 kPa. Microcapsule shell thickness δ∗=0.4,
with an inflow velocity of 0.15 m/s. The scale bar represents 0.2 mm

ones, at initial time steps, the force imposed on the microcapsule by the

moving fluid plays a more significant role in the microcapsule’s deforma-

tion. Also, as one could imagine, the stiffer microcapsules are more capable

of relaxing from the initial energy storage, which leads to a negative defor-

mation in terms of the plotted local deformation gradient y1 component.

From the right subfigure in Figure 4.7 it can be seen that the distribution of

von-Mises Stress is not much influenced by the change of Young’s Modulus.

4.4 Conclusions

A 2D numerical model was developed to investigate the fluid-structure

interactions between fully developed pipe flow and core-shell structured

microcapsules, various flow velocities, and microcapsule shell thicknesses

were considered. The developed model was validated with theoretical cal-

culations and a monitor framework was proposed to estimate whether the

microcapsule is being stably carried along by the moving fluid. Upon an-
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alyzing the von Mises stress distribution over the microcapsule shell, and

investigating the surface average von Mises stress of each configuration as

well as looking into the microcapsule’s shell surface average local deforma-

tion gradient y1 component, several conclusions can be drawn:

• For all proposed configurations, symmetrical distribution of von-Mises

Stress over the shell can be observed along the flow direction

• A 6th order rotational symmetric distribution of von Mises stress

over the microcapsule shell can also be observed on microcapsules

with thinner shells, especially at higher flow velocities

• When being carried along in a fully developed pipe flow, the micro-

capsule with a thinner shell tends to accumulate stress at a higher

rate compared to that of a thicker shell

• Generally, a higher flow velocity and a thinner microcapsule shell

would lead to higher overall stress imposed on the capsule shell

• A microcapsule’s deformation is heavily affected by the flow velocity.

The higher the flow velocity, the more dramatically the microcapsule

tends to deform

• An elastic energy storage-relax process can be observed during the

microcapsule’s acceleration process

• The mechanical properties of microcapsule shells such as Young’s

Modulus can also affect its deformation in a significant way, even

with similar distributions of von-Mises stress over the shells of the

microcapsules.

99



Chapter 5

A Novel Optimization

Strategy of a Flow-Induced

Piezoelectric Vibration-Based

Energy Harvesting Structure

5.1 Introduction

Recently, research has focused on fluid instability to generate vibration for

energy harvesting through various methods, such as flow-induced, gallop-

ing, and vortex-induced. Among them, flow-induced vibration (FIV) is

defined as a vibration induced by periodic shedding or dynamic instabil-

ity [20]. This phenomenon is widely adopted by piezoelectric energy har-

vesters, which are often interested in the vibration of an immersed body.

Representative engineering applications of it are bladeless turbines and en-

ergy harvesters from airfoils [56, 96]. Vortex-induced vibration (VIV) and

galloping are two forms of FIV. VIV has attracted attention since 2015.
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The flow is disturbed by bluff bodies and the boundary layer is then sepa-

rated, generating periodical shedding in the wake area. In previous stud-

ies, the basic structure of a VIV energy harvester is to generate a Karmen

vortex through bluff bodies at first. Fluctuating forces are imposed on a

cantilever beam behind. The mechanical strain energy from beam oscilla-

tion can be transformed into electricity with the piezoelectric patch near

the root [102, 198]. Focusing on fluid flow, this effect can be implemented

in pipelines to charge micro-electromechanical systems in pipe monitoring

systems [122]. To optimize the output voltage of this energy harvest sys-

tem, no matter how many harvesters are adopted, an effective method is to

find resonance between the structural frequency of the cantilever structure

and the vortex shedding [193]. The voltage output is also closely related

to the vortex shedding area. In previous studies, the configuration and the

shape of bluff bodies’ impact has been widely investigated. Sumner [160]

investigated the flow behaviour after two circular cylinders and summarized

that vortex intensity is enhanced when the ratio of the centre distance and

the cylinder diameter is equal to 1.4 when a biased and unstable vortex

can be formed. Apart from simple two-cylinders, researchers have focused

on multi-cylinders to improve vorticity. Interference between vortexes in

the near wake pattern is expected to increase turbulence and impose more

instability on the energy harvesting system. Mengsi [98] concluded that the

vortex-induced vibration of a piezoelectric beam is largely enhanced when

there are six cylinders than two cylinders. Besides, it has been proved

that the voltage output is increased when the flow speed increases because

more energy is added to the system. However, the attached piezoelectric

beam behind bluff bodies has a main disadvantage in that the resonance

bandwidth is narrow, which means a deviation from resonance frequency

will result in a negative impact. Therefore, many works turn to nonlinear

and multimodal behaviour, focusing on broadband energy harvesters for
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broader frequencies. Zhang et al. [198] proposed a non-linear flow-induced

energy harvester integrating vortex shedding and the Bernoulli effect and

the output voltage was enhanced. Hafizh et al. [67] introduced a novel en-

ergy harvester with the coupling of piezoelectric and electromagnetic effects

in a non-linear manner. The effect of mass tuning on piezoelectric energy

harvester has been investigated by Moon et al. [68] and an increase of

output of 508.5% was observed. However, few studies have focused on the

effect of wall characteristics of the flow field, which is easy to implement and

would have a positive influence on the overall performance of this system.

In this paper, we propose a novel boundary layer enhancement structure

as well as various bluff body arrangement strategies to investigate its effect

on the overall output voltage of the system. Only the piezoelectric effect is

considered. A potential application would be energy harvesting in pipeline

monitoring systems.

5.2 Methodology

5.2.1 Geometry & Structure

The experimental setup consists of a flag-shaped cantilever beam posi-

tioned downstream of various bluff-body configurations. These upstream

configurations include multiple-body arrangements and boundary-layer en-

hancement structures designed to modify the flow characteristics before

reaching the beam. The cross-section formed by the centre lines of the in-

ducing bluff bodies was perpendicular to the flow direction. A illustration

of the bluff bodies and the flag-shaped cantilever beam is shown in Figure

5.1. A piezoelectric patch (MFC, M2814-P2, Smart Materials Corp.) was

attached at the root of the cantilever beam to convert kinetic energy from
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Table 5.1: The material parameters of MFC and the cantilever beam

Parameters Values

MFC Capacitance 35 [nF]
MFC Tensile Modulus 15.857 [Gpa]
Beam Density 8900 [kg/m3]
Beam Tensile Modulus 110 [Gpa]
Beam Posson’s Ratio 0.34

the kinetic energy in the water flow into electrical power. The material

properties of the MFC patch are shown in Table 5.1. This energy harvest

system works when inflow hits the bluff bodies inducing vortexes which

will thus cause the cantilever beam to vibrate. With the MFC patch at-

tached to the root of the beam, the movement of the beam will effectively

induce strain of the MFC material and electronic power will thus be gen-

erated. The output voltage generated by the testing rig was captured by a

DAQ (Data Acquisition, PCI8640, Art-control Corp.). Every configuration

tested in this work was conducted twice to ensure the repeatability of the

experiment.

The experimental study was conducted using a laminar flow system at the

University of Nottingham Ningbo China. This system, previously described

by Zhang et al. [205], comprises two pumps, each equipped with a down-

stream flow meter, an open-channel flume approximately 2 meters long and

315 mm wide, and a reservoir located upstream. The pumps deliver water

into the reservoir, where the flow’s kinetic energy is dissipated. Once the

reservoir is filled, water overflows into the flume, passes through a honey-

comb flow straightener, and enters the test section, generating a relatively

uniform inflow using a honeycomb flow straightener placed near the inlet.

At the same time, turbulence is deliberately induced downstream by bluff

bodies to create wake structures for harvesting energy from the water flow.

A control flap at the outlet of the channel regulates the water level within
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Figure 5.1: Geometry illustration of the locations of the bluff bodies and
the Cantilever Beam, where a = 45mm, b = 145mm and c = 5mm

the test section. The flow rate was determined based on readings from

the flow meters. The system allows for a maximum combined flow rate

of approximately 15 m³/h, corresponding to a maximum inlet velocity of

around 0.45 m/s in the test section when the water depth is maintained at

60 mm. This experimental rig is designed to generate laminar water flow

and relies on the bluff bodies to generate a turbulent wake and thus harvest

energy from the water flow. While in practice, it is rare for the structure

to be exposed to a laminar inflow. For laminar pipe flow, an empirical

formula to calculate the entrance length, which is the length before the

pipe flow is fully developed, is available from Incropera et al. [80] Such

energy harvest device will likely be located outside the entrance region and

an ideal laminar inflow condition is not guaranteed. Thus, a boundary layer

enhancement structure was applied to the upstream of the bluff bodies and

the geometry of this structure is shown in Figure 5.2.

The wall boundary layer enhancement configuration was introduced to ver-

ify the effect of this structure’s effect on the final power output performance

of the structure. A positive direction was defined as shown in Figure 5.2

which would indicate the relation between the structure placement and the

104



5.2. METHODOLOGY

Figure 5.2: Boundary Layer Enhancement Wall Structure; a=21.31mm
b=29.98mm c=120mm

inflow direction.

In the experimental setup, the boundary layer enhancement structure was

installed in an open-surface water tunnel, allowing direct observation of its

influence on the flow field from the top view. To ensure that the bluff bodies

were fully exposed to the altered flow conditions induced by the enhance-

ment structure, a consistent spatial arrangement was applied. Specifically,

the trailing edge of the enhancement structure was positioned 200 mm (20

cm) upstream of the leading edge of the first bluff body. This ensured

that the bluff bodies remained within the influence region of the enhanced

boundary layer across all tested inflow velocities. This placement strat-

egy was verified visually during flow initialization and remained unchanged

throughout the testing process. The spatial configuration has been added

to Figure 5.1 and described in its caption for clarity.

This device would result in a more turbulent inflow on the bluff bodies,

and thus influence the overall energy harvesting performance of the device.
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Figure 5.3: Cylinder configurations, d = L =30 mm

5.3 Bluff Body Arrangements

3 different bluff body arrangements were used in this work. Zhang et

al. [14] reported a 2-cylinder arrangement as an effective configuration to

induce vortex shedding using the same facility. In addition to the 2-cylinder

configuration, this paper proposed 2 more 6-cylinder configurations; the

configuration details of the cylinders are shown in Figure 5.3.

5.4 Numerical Setup

The commercial software ANSYS, version 2022 R2, is used to simulate

flow behaviour under different conditions. The mesh is generated in Work-

bench 2022 R2. In Fluent simulation, the time is set to be transient to

represent the fluctuation of vorticity magnitude with time. The standard

k-omega model is selected because the Reynolds number is in the range

between laminar to turbulent. It can deal with numerical calculation of

low Reynolds number flow at the wall. The left boundary is set as the

inlet and the right as outlet. Two sides of the wall are set as stationary

walls with no slip. SIMPELC method and second-order upwind scheme

are selected for momentum and energy. Water liquid is applied as the

fluid whose density is set as 1000kg/m3 and viscosity is set as 0.001. The
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time step is set as 0.01s to ensure both accuracy and simulation efficiency.

The flow simulations were based on the incompressible Navier–Stokes equa-

tions. Given that the Reynolds number falls within the turbulent regime,

the Shear Stress Transport (SST) k–ω turbulence model was employed.

The k-ε model, while widely used for general external and internal flows, is

known to be less accurate in capturing flow separation and wall-bounded

shear flows, especially in low-Reynolds-number regimes or where boundary

layer development plays a critical role. In contrast, the k-ω model resolves

the near-wall region more accurately without relying heavily on wall func-

tions, making it better suited for cases where wall shear stress, boundary

layer thickness, or vortex shedding near surfaces significantly influence the

overall flow dynamics [114]. Given the importance of accurately resolving

boundary layer effects and wake structures in the present study, especially

due to the presence of bluff bodies and boundary layer enhancement struc-

tures, the k-ω SST model was deemed more appropriate. The 2D geometry

of the fluid field is shown in Figure 4. The size of the field is a=300mm

and b=800mm.

A brief mesh sensitivity study was conducted to determine the mesh for the

numerical simulation with a dual-cylinder bluff body setup. The unstruc-

tured mesh was generated within the ANSYS Workbench 2021R1 with an

automatic method. Four mesh sizes, 2, 1, 0.5, and 0.1 (mm) were used

to calculate the lift and drag coefficient of the structure under the inflow

velocity of 0.3 m/s. The lift and drag coefficient of the system was used

to verify the mesh’s influence on the model. The results are shown in Ta-

ble 5.2. Considering the accuracy and the computational cost, the final

mesh size was 1 mm. The mesh details of near dual-cylinder configurated

bluff bodies are shown in Figure 5.4. The vortex shedding is largely de-

pendent on the boundary layer separation on bluff bodies. Thus, 25 layers

107



5.5. RESULTS AND DISCUSSION

Table 5.2: Mesh sensitivity verification

Mesh Size
(mm)

Element
Number

The Lift
Coefficient

The Drag
Coefficient

2 167390 0.53 0.13
1 670604 0.52 0.14
0.5 2676584 0.52 0.14
0.1 5353164 0.52 0.14

Figure 5.4: Geometry of the computational domain and mesh detail for a
dual-cylinder bluff body configuration

of inflation are adopted to ensure the accuracy of the calculation around

bluff bodies. The 2D simulation was adopted as a computationally efficient

approach for preliminary investigation, under the assumption of negligible

vertical velocity gradients and a dominant horizontal flow structure within

the mid-depth region. While this introduces certain limitations in accu-

rately capturing all three-dimensional effects, particularly near the bottom

boundary. It provides reasonable insight into the dominant in-plane vortex

dynamics and flow-induced forces on the structures.

5.5 Results and Discussion

Both numerical and experimental study was conducted in this work. The

numerical part provided us with more versatile options for inflow velocities

and more sophisticated flow field information such as the velocity contour

for each configuration.
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Figure 5.5: Time history of the output voltage generated by the energy
harvester with various bluff body configurations. Flow velocity is 0.4 m/s.

5.5.1 The Influence of the Bluff Body Arrangements

Before the implementation of wall structures mentioned in Figure 5.3, pre-

liminary experiments were conducted to characterize the various bluff body

configurations’ effect on the power output performance. During the exper-

imental investigation it was observed that compared to bluff body con-

figuration in Zhang’s work [198] (as shown in Figure 3 Configuration A),

Configuration B in Figure 5.3 demonstrated limited improvement when it

comes to the highest voltage generated. A time history of the output volt-

age generated by the energy harvester for all bluff-body configurations with

an inflow velocity being 0.4 m/s is shown in Figure 5.5:

Apart from the fact that Config. C demonstrated a better performance

regarding the peak voltage generated, a very noticeable long cycle of the

generated signal can be observed in the time history plot. At the inflow

velocity of 0.4 m/s, without any boundary layer enhancement structures

attached to the walls, the maximum voltages generated from the rig are

recorded in Table 5.3.

It can be observed that in terms of maximum voltage, bluff body config-

uration B showed limited improvement compared to Configuration C. Yet

it is also noted that the long-cycle characteristics of the Configuration C
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Table 5.3: Voltage output: No BL enhancement structure, 0.4 m/s inflow
velocity for various bluff body configurations

Bluff Body
Configuration

Maximum
Voltage Gener-
ated (V)

The Mean Ab-
solute Voltage
(V)

A (baseline) 2.525310 0.672265
B 3.604240 0.901995
C 6.132050 0.795388

generated voltage signals have diminished the overall power output of the

device, as can be seen in the mean absolute voltage data in Table 5.3.

Numerical simulations with the bluff body arrangement C at various in-

flow velocities were conducted to numerically investigate the bluff body’s

effect on the downstream flow field. Higher inflow velocity would induce

stronger downstream vortices, and from the contours shown in Figure 5.6,

with higher inflow velocity, the wake of the bluff bodies tends to oscillate

faster, which would likely lead to the cantilever beam vibrating at higher

frequencies.

To verify the relation between the wake vorticities of the bluff bodies and

the voltage output of the energy harvesting structure, an experimental

study was carried out with the flow velocity of 0.2 m/s and 0.4 m/s, with

the bluff body arrangement set as Configuration C shown in Figure 5.3.

To effectively compare the numerical and experimental results, the surface

average of the vorticity of a surface in the computation domain corresponds

to the location of the beam. With this method, a quantitative variable from

the flow field can be extracted from the numerical study for various inflow

velocities, and a comparison with the experimental work can be made.

From Figure 5.7, a positive correlation can be observed between both flow

velocity and the surface-averaged absolute vorticity from the numerical
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Figure 5.6: Velocity magnitude contour for bluff body configuration C;
Flow time = 90s.

111



5.5. RESULTS AND DISCUSSION

Figure 5.7: The surface average of the vorticity from numerical simulation
and the experimental voltage output.

work and the voltage output. The trend shown in the experimental results

is consistent with the numerical results.

To verify the relationship between the inflow velocity and the cantilever

beam vibration frequency, further study was made from the captured volt-

age signal. The movement of the cantilever will be directly reflected in the

output voltage, so the voltage signal time history is an effective record of

the cantilever beam movement. To better understand the beam’s displace-

ment in terms of vibrating frequency, the voltage spectrum of the signal

was calculated from the Fast Fourier transform of the voltage output time

history for the bluff body configuration C under 0.2 m/s and 0.4 m/s inflow

velocity is shown in Figure 5.8.

The dominant frequency of the cantilever beam movement for both inflow

conditions is quite distinctive. For the 0.2 m/s inflow condition, the beam

movement frequency is concentrated to 0.5-0.8 Hz, while for the 0.4 m/s

inflow, the cantilever beam tends to oscillate at a slightly higher frequency,

namely around 1.3 Hz. It was also noticed from the plot that with higher
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Figure 5.8: The voltage output spectrum.

Figure 5.9: Time history of the output voltage generated by the energy
harvester with wall structure applied; The bluff body configuration: Config.
C. Flow velocity is 0.4 m/s.

inflow velocity, the beam vibration frequency variation is less. This con-

clusion is consistent with the observation in Figure 5.6 from our simulation

work.

5.5.2 The Influence of the Boundary Layer Enhance-

ment Structure

Based on the understanding of this energy harvesting structure from pre-

vious sections, the proposed boundary layer enhancement structure was

added to the walls, which would induce a more turbulent inflow on the

bluff bodies, and thus influence the overall energy harvesting performance

of the device. A time history of the output voltage generated by the energy

harvester with wall structure applied is shown in Figure 5.9:

The voltage signal of the same bluff body configuration without a wall
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Table 5.4: Voltage output: 0.4 m/s inflow velocity for various bluff body
configurations

Bluff Body
Configuration

Maximum
Voltage Gener-
ated (V)

The Mean Ab-
solute Voltage
(V)

A (baseline) 2.525310 0.672265
B 3.604240 0.901995
C 6.132050 0.795388
C (Structure) 7.971190 1.941309

structure is also shown as a baseline. A very noticeable improvement can

be observed in the plot. To quantify the improvement of the rig’s voltage

output performance, maximum voltage and the mean absolute voltage data

were also calculated shown in Table 5.4. Data shown in Table 5.3 was also

listed for comparison.

From Table 5.4 it can be concluded that this new structure not only out-

performed the traditional setting in terms of maximum voltage output,

but it also yielded the best mean absolute voltage result. To further ver-

ify the influence of the boundary layer, and the wall structure’s effect on

the cantilever beam vibration frequency, the voltage spectrum of the signal

was calculated from the Fast Fourier transform of the voltage output time

history for configurations with and without wall structure under 0.4 m/s

inflow velocity, as shown in Figure 5.10:

From the plot, the wall structure’s influence on the cantilever beam’s vibra-

tion characteristics is very limited. In both systems, the beam’s movement

frequency is concentrated at around 1.3 Hz. The numerical simulation re-

vealed the upstream boundary enhancement wall structure’s influence on

the flow field near the bluff bodies. For the bluff body arrangement C with

wall structure applied at various inflow velocities, the velocity magnitude

contour is shown in Figure 5.11.
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Figure 5.10: The voltage output spectrum.

Figure 5.11: Velocity magnitude contour for bluff body configuration C
with wall structure applied upstream; Flow time = 90s.
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It can be observed that at all investigated inflow velocities, the presence

of the wall-mounted enhancement structure significantly modifies the near-

wall flow characteristics. Specifically, a relatively stable and energized layer

of fluid develops adjacent to the channel wall, indicating the formation of a

modified boundary layer. Compared to the baseline results shown in Fig-

ure 5.6, where no structure is applied, the flow field with the wall structure

exhibits increased non-uniformity and a more distinct layered pattern near

the surface. At all investigated inflow velocities, the zig-zag wall struc-

ture induces a distinct high-velocity layer of fluid near the wall. While this

layer is not dynamically stable in the classical sense, it exhibits a consistent

flow pattern characterized by increased shear and momentum near the sur-

face. This altered near-wall flow contributes to enhanced turbulence and a

more chaotic wake structure downstream, which may explain the improved

performance of the system with the wall structure applied.

To more clearly demonstrate the effect on the boundary layer, additional

side-by-side zoomed-in velocity contour plots near the wall are provided

in Figure 5.12, showing the flow structure near the walls. These plots re-

veal that the enhancement structure causes greater velocity gradients near

the wall and promotes earlier transitions in the flow, leading to enhanced

mixing and momentum transfer in the boundary layer.

Furthermore, this disturbance in the near-wall region leads to a more

chaotic and asymmetric wake behind the bluff bodies, as evidenced by

the intensified vortex shedding observed downstream. This increase in un-

steadiness and wake energy is likely a contributing factor to the observed

performance improvement of the energy harvesting system when the wall

structure is applied. The enhanced boundary layer behavior thus supports

the intended role of the structure in promoting more favorable flow condi-

tions for downstream interactions.
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Figure 5.12: Velocity magnitude contour for bluff body configuration C
with wall structure applied upstream (A and C); Without wall structure
(B and D); Inflow velocity: A and B: 0.1 m/s; C and D: 0.3 m/s. Flow
time = 90s.

5.6 Conclusion

We propose a novel boundary layer enhancement structure as well as vari-

ous bluff body arrangement strategies to investigate its effect on the overall

voltage output of a piezoelectric-based energy harvest rig. With a sys-

tematic investigation in both numerical and experimental approaches, the

following conclusions can be made:

• A 6-cylinder bluff body arrangement and an inverse 6-cylinder ar-

rangement were proposed. The former has shown limited improve-

ment in terms of maximum voltage when compared with a previously

reported dual-cylinder arrangement, while the inversed 6-cylinder ar-

rangement yielded significantly better results. When it comes to the

overall power output of the device, the 6-cylinder configuration per-

formed better.

• A positive correlation can be observed between both flow velocity

and voltage output. The trend shown in the experimental results is

consistent with the numerical results.
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• The cantilever beam tends to oscillate at a slightly higher frequency

under a higher inflow velocity. It was also noticed from the plot that

with higher inflow velocity, the beam vibration frequency variation is

less.

• A very noticeable improvement was observed when the proposed wall

structure was applied. With an inversed 6-cylinder bluff body ar-

rangement, the rig yielded both the best mean absolute voltage result

and generated the highest instant voltage of all configurations.

• The numerical simulation revealed that the wall structure induced

a relatively stable layer of fluid near the wall and led to a much

more chaotic wake of the bluff bodies which may account for the

performance improvement of the system with this wall structure.
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Chapter 6

A Tandem Energy Harvesting

System with Savonius Rotors:

Improving Vortex Generation

and Energy Scavenging

6.1 Introduction

In recent years, researchers have been increasingly focused on improving

the efficiency of energy harvesting systems by combining multiple subsys-

tems. Traditional single-harvesters, though effective within specific oper-

ating conditions, often struggle to maintain optimal performance across

varying environmental factors, such as fluctuating wind speeds or vibra-

tional frequencies. To address these challenges, new designs have emerged

that leverage the synergy between multiple harvesters working in tandem.

The concept behind these multi-subsystem lies in the interactions between

coupled components, which can generate nonlinear responses, amplify out-
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Figure 6.1: Proposed Energy Harvesting System and a Concept Illustrate
of Tandem Energy Harvesting System

put, or provide complementary harvesting capabilities. Research efforts

have thus aimed to optimize the interplay between individual subsystems,

recognizing that synchronized operation may produce significantly higher

efficiency than isolated units operating independently. Moreover, these

systems offer the potential for enhanced robustness, as the failure or un-

derperformance of one component may be compensated by the others.

Existing energy harvesting systems were found in the literature that in-

cluded 2 or more independent subsystems. Shan et al. [150] reported an

energy harvesting system consisting of two piezoelectric-patched cantilever

beams working in tandem, generating significantly more power than the

two cantilever beams working individually, up to 29-fold power output un-

der favorable conditions due to the interactions between the two cantilever

beams. More recently, Hu et al. [76] introduced tandem circular cylinders

to wind energy harvesters, significantly extending the wind velocity range

for energy generation. It is worth noting that the previously mentioned

TEHSs both consist of identical subsystems. Per the authors’ research, no

TEHS with subsystems of different kinds has yet been reported.
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In this chapter, a new concept of the Tandem Energy Harvesting System

(TEHS) is introduced by proposing a novel hybrid energy harvester, where

two Savonius rotors are implemented with arc-shaped deflectors to achieve

similar or better vortex generation performance as cylinders while allowing

the rotor to scavenge even more energy from the existing cylinder-based

structures. A TEHS should consist of two or more independent subsys-

tems of energy harvesting, strategically placed, working in tandem, each

outputting harvested energy independently. A concept sketch of a typi-

cal TEHS, as well as our proposed energy harvesting system, is shown in

Figure 6.1.

A valid TEHS should meet the following technical requirements:

1. A TEHS is a combination of two or more subsystems, each can harvest

energy independently, and the energy output performance of one subsystem

should be consistent with that of the system working independently under

the same condition.

2. In a TEHS, the subsystems should work in tandem, and the interaction

between the subsystems should not hinder the energy harvesting perfor-

mance of any subsystems. In an optimal setup, the TEHS should output

more power than the subsystems combined when working individually.

3. The subsystems of a TEHS should not be identical.
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6.2 Device Design and Experimental Setup

6.2.1 The Savonius Rotors with Arc-Shaped Deflec-

tors and Cantilever Beam

In this paper, a 2D numerical framework was built to verify the feasibility

of the dual Savonius rotor’s rotational performance under various inflow

conditions, helping optimize the design, and a series of experiments were

also carried out to benchmark the performance of this energy harvester.

A simplified model of the proposed rotors, as well as an overview of the

whole energy harvesting structure with dimensions, are shown in Figure 6.2.

This design aims to use the Savonius rotor design with semi-arc-shaped de-

flectors to serve as the vortex generator for piezoelectric conversion energy

harvesting devices. Conventional Savonius rotors typically exhibit favor-

able self-starting characteristics, operate at relatively low speeds, and can

capture inflow from any direction. However, they suffer from relatively low

efficiency [108]. In this work, we investigate a condition where the inflow

direction is fixed, and the semi-arc-shaped deflectors contribute to the per-

formance enhancement of the rotors. As two sets of the proposed rotor

units are placed back-to-back, the two semi-arc-shaped deflectors would

also preserve most of the geometric characteristics of a traditional dual-

cylinder bluff body, while making use of the rotor to generate more power.

Two micro-DC motors (Model: RF-370CA from Shenzhen Kegu Motor

Inc.) were used as the generator, converting the rotational movement of

the rotor into electric power.

A macro-fiber Composite (MFC) piezoelectric patch (M2814-P2, Smart

Materials Corp.) was attached at the base of the flag-shaped copper can-
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Figure 6.2: A, B: The overall design and dimensions of the rotor unit
and the overall structure, *: Location of the honeycomb structure; C: The
geometry of the copper flag-shaped cantilever beam with MFC patch, where
a = 45 mm, b = 145 mm; D: A picture of the experimental rig.

tilever beam to transform kinetic energy from the wake of bluff bodies into

electrical power. The geometry of the cantilever beam is shown in Figure

6.2 C. The material properties of the cantilever beam and the MFC patch

are shown in Table 5.1. When the inflow impacts the bluff bodies, gen-

erating vortices, it initiates oscillations in the cantilever beam. With the

MFC patch attached to the beam’s root, the beam’s motion induces strain

in the MFC material, resulting in electrical power harvesting. The output

power produced by the testing rig was recorded using a Data Acquisition

System (DAQ, PCI8640, Art-control Corp. This device records voltages

output data with a sampling rate of 10000 s−1). The output voltage data

from both rotors were also captured by this device.

A modal analysis of the flag-shaped cantilever beam was also conducted

to estimate the eigen frequencies of the cantilever beam, which is been

modeled after the abovementioned geometry and material parameters. The

governing equation for this calculation is stated as:
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Figure 6.3: The flag-shaped cantilever beam’s mode shape and deformation
magnitude (mm) for each eigenfrequency. A, B, and C stand for 8.9 Hz,
60.5 Hz, and 76 Hz, accordingly

0 = ∇ · S + Fv (6.1)

Where S stands for the stress and Fv stands for the volume force. The

cantilever beam is assumed to be linear elastic. The first 3 eigenfrequencies

of the flag-shaped cantilever beam are calculated to be 8.9 Hz, 60.5 Hz,

and 76 Hz. The modal shape and deformation magnitude plot for each

eigenfrequency is plotted in Figure 6.3.

6.2.2 The Water Channel and Pump

The experimental work was conducted on the laminar flow system at the

University of Nottingham Ningbo China. This system was used and pre-

viously reported by Zhang et al. [197], consisting of two pumps, with flow

meters installed downstream of each pump, an open flow channel, mea-

suring about 2 meters in length and 315 mm in width. The pumps drive
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Figure 6.4: A Picture of the honeycomb structure installed at the inlet of
the channel. Scale bar = 20 mm.

water into a tank upstream of the channel, removing the kinetic energy from

the water. When the tank is filled, the water will spill into the channel,

flow through a honeycomb structure, and pass the testing section, pro-

ducing a clean, laminar flow condition. The honeycomb flow straightener

was installed at the inlet of the test section to suppress transverse veloc-

ity components and promote the development of a uniform, quasi-laminar

flow. The honeycomb structure used in the experiment is made of PVC

and consists of a matrix of hexagonal cells, each with a hydraulic diameter

of 5 mm and a length of 50 mm, resulting in an aspect ratio of 10:1. This

ratio is known to be effective in dampening turbulence and aligning the

flow direction. A photo of the honeycomb flow straightener installed in the

channel is provided in Figure 6.4, and its location relative to the inlet and

test section is shown in the updated schematic in Figure 6.2 B.

A control flap was installed at the outlet of the channel to adjust the water

level within the test section. The flow rate at the text section was then

calculated from the readings of the flow meters. Both pumps can provide a

maximum flow rate of about 15 m3/h converting to a max inflow velocity

of about 0.45 m/s at the test section when the water level is kept at 60

mm.
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6.3 Numerical Framework

To validate the feasibility of the proposed rotor-deflector configuration,

a 2D numerical model was developed to investigate the fluid-structural

interaction between the inflow and the Savonius rotors, where the center

of the rotor is attached to a fixed axis with no friction considered. The

deflectors are also fixed and cover half of the rotor, and the arrangement

of the rotors and the deflectors would further induce the rotation of the

rotor, as presented in Figure 6.2. A rectangular 400×315 mm flow field

was modeled, after the test section of the abovementioned experiment rig.

The max flow speed investigated was 0.5 m/s, the Reynolds number of the

modeled test section can be calculated as:

Re =
ρV L

µ
=

(998.29kgm3 × 0.5ms× 315mm)

(1.002× 10( − 3) N · sm3 )
≈ 1.5× 105 (6.2)

Where ρ and µ stands for the density and the dynamic viscosity of water,

accordingly. V stands for the flow velocity of the flow and L represents

the characteristic length, in this case, being the width of the water tunnel.

As the calculation indicates, the flow within the water tunnel is near the

transition section between the laminar and the turbulent flow, where both

the laminar and turbulent fluid models would be suitable. Yet when we

focus on the Reynolds number near the rotors/bluff bodies, substituting

the length scale ratio 2R/L:

Rer = re× L

2R
≈ 1.5× 105 × 315mm

2× 22mm
≈ 1.07× 106 (6.3)

where R is the radius of the rotor unit indicated in Figure 6.2 A. Also, con-

sidering the local flow velocity can be much larger than the inflow velocity,
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Figure 6.5: The mesh of the test section and the meshing details near the
proposed structure. Showing parallel dual motor units’ arrangement, with
3-blade rotors installed.

turbulent flow is expected to occur near the rotor units. But this numerical

framework involves complex fluid-structure interactions and flow-induced

dynamic remeshing, the introduction of a turbulence model will greatly

affect the robustness of the model. Considering the purpose of this numer-

ical model is to validate the feasibility of the proposed rotor configurations

and assist in optimizing the performance of the rotors, the more reliable

laminar model was adopted at the current stage. Moreover, a honeycomb

structure was installed at the channel inlet to reduce upstream turbulence,

generating a more uniform inflow. This design aims to delay the transition

to turbulence within the test section.

An unstructured mesh with a minimum mesh size of 2 mm and a maximum

size of 4 mm was used in this work. Special attention was paid to the

locations near the moving part of the structure. The overall mesh and the

meshing details near the rotors of a dual-rotor configuration with 3-blade

rotors are shown in Figure 6.5.

A time-dependent study of Fluid-Structure Interaction was conducted us-
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ing the abovementioned model, with a time range of 0 to 5 s, and a time

step of 0.002 s. FSI couplings appear on the boundaries between the fluid

and the solid. The Fluid-Structure Interaction interface was achieved by

an arbitrary Lagrangian-Eulerian (ALE) method to combine the fluid flow

formulated using an Eulerian description and a spatial frame with solid

mechanics formulated using a Lagrangian description and a material (ref-

erence) frame. The fluid and structure were fully coupled by the Newton

method. Flow-induced movement of the rotor was captured by distortion-

based remeshing; the condition for remeshing was set when mesh distortion

became larger than 2.

The governing equations for the fluid part, the unsteady form of the Navier-

Stokes equation, and the continuous equation are written as:

ρ [u+ (u− û) · ∇u− f ] = ∇ · σ (u, p) = 0 on Ωf (6.4)

∇ · u = 0 on Ωf (6.5)

where the u (x, t) and p (x, t) are the velocity and the pressure of the fluid,

f (x, t) is the external body force, stands for the mesh velocity and ρ is

the density of the fluid. Stress tensor σ (u, p) is decomposed into isotropic

and deviatoric parts as follows:

σ (u, p) = −pI + 2µϵ (u) (6.6)

ϵ (u) =
1

2

(
∇u+ (∇u)T

)
(6.7)
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where µ stands for the dynamic viscosity of the fluid. Moreover, the gov-

erning equations accounting for the motion of solid parts of the model can

be written as:

msus = f s on Ωs (6.8)

where us the translational components and the rotational component of

the solid part, ms is the mass of the solid part, f s stands for the external

force, and Ωs stands for the solid domain.

The maximum Courant number of the current numerical framework can be

expressed as [58]:

Cmax =
Umax ·∆t

∆hmin

≈ Umax · 0.002s
2 mm

(6.9)

where Umax stands for the velocity of moving segments within the system,

∆hmin stands for the minimummesh element size, which is 2 mm. To satisfy

the CFL condition, Cmax ≤ 1, the maximum velocity in the modeled test

section shall be smaller than 1 m/s, which is kept for all cases investigated

in this work.
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Figure 6.6: Mechanism of rotor rotation. Inlet velocity: 4 m/s, time frame:
1.800 s A: Velocity vector plot near the rotor; B: Flow-induced load on the
rotor blades and deflector.

6.4 Concept Validation and Baseline Perfor-

mance

6.4.1 A Numerical Investigation of the Rotor Mech-

anism and Vortex Shedding

A numerical investigation was conducted to illustrate the rotation mecha-

nism of the proposed rotor units, as well as the vortex-generation perfor-

mance of the structure. A plot of the velocity vector field and a plot of the

flow-induced load on the rotor blades and the semi-arc-shaped deflectors

near one of the rotor units are shown in Figure 6.6 A and B, accordingly.

The inlet velocity was 0.4m/s and the time frame chosen for the plot was

1.800 s, as it was observed that at around this moment, the rotors are start-

ing to accelerate into a rotational state. As shown in Figure 6.6 A, detailed

vortex structure in the wake of the rotor can be observed. Moreover, it

can also be observed that when the inflow is being diverted away from the

rotor structure, the rotor blade is heavily influenced, and thus initiates the

rotation of the rotor. To further investigate the mechanism of the rotor
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rotation, the flow-induced load on the rotor blades and the deflectors are

plotted in Figure 6.6 B, with the blades numbered as shown in the Figure.

It can be observed that the load on Blade 1 is significantly larger than

that on Blade 2 and 3, and the load on Blade 1 would induce the rotor to

rotate clockwise. It was also calculated that at this moment (t = 1.8 s),

the flow-induced load on the rotor has resulted in an angular acceleration

of 3.4167 rad/s2.

The vortex shedding phenomenon near one rotor unit can be observed from

the velocity vector plot shown in Figure 6.6, it can be observed that the

proposed device works as expected, effectively generating shedding vortex

while rotating. With the feasibility of the proposed structure being val-

idated, we investigate the effectiveness of a dual-rotor configuration and

numerically compare the difference between a dual-rotor unit setup and a

traditional dual-cylinder setup. A comparison between the velocity mag-

nitude contours of the traditional dual-cylinder configuration and the pro-

posed dual-rotor unit setup is shown in Figure 6.7.

As shown in Figure 6.7 A and B, at t = 1 s, the vortex shedding process

is not seen, and the velocity contours for both configurations share a very

noticeable similarity. Yet later frame, as shown in Figure 6.7 C and D,

there is a very noticeable drop of the maximum velocity magnitude in the

rotor configuration and the contours for both configurations look slightly

different. Further investigation is needed to study if the rotors would neg-

atively affect the performance of the energy harvesting performance of the

cantilever beam. Experiments were conducted to test the effects of the

proposed dual-rotor units on the energy harvesting performance of the flag-

shaped cantilever beam, as well as the rotors’ individual energy harvesting

potential.
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Figure 6.7: A, B: The velocity contours for dual-rotor unit configuration
and dual cylinder configuration at t = 1 s; C, D: The velocity contours for
dual-rotor unit configuration and dual cylinder configuration at t = 1.8 s;
Inlet velocity = 0.4 m/s.

6.4.2 Experimental Results and Discussion

To effectively assess the effect of this proposed rig, the experimental in-

vestigation was consistent with two parts. Firstly, following the numerical

work, we investigate the influence of the rotors on the cantilever beam’s

power harvesting performance. Secondly, as the two rotors serve as in-

dividual power harvesting units, it is also important that the rotor itself

can keep a sustainable rotation and constantly generate power. To do so,

we recorded the power output from the cantilever beam MFC patch with

dual-cylinder bluff bodies setup and dual-rotor unit setup, and when the

rotors were employed, the power output from the rotors was also recorded

and analyzed.
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Figure 6.8: A: RMS of the output voltage from the cantilever beam at
various inflow velocities for both the dual-cylinder and dual-rotor configu-
rations; B: The absolute mean of the output voltage from a single rotor at
various inflow velocities for the dual-rotor configuration. The power output
from the cantilever beam is also plotted for reference.

Rotor’s Influence on the Cantilever Beam

In this section, we focus on the Cantilever Beam’s power output perfor-

mance. A dual-cylinder bluff body configuration, with each cylinder sharing

the diameter with the proposed semi-arc deflector, was set as the baseline

case. The power output from the cantilever beam MFC patch was recorded

for 30 seconds when the system was working in stable conditions at var-

ious inflow velocities. Although these two systems employ fundamentally

different energy harvesting mechanisms, the comparison serves to provide

a reference benchmark. The cantilever beam, as a well-established VIV

harvester, offers a useful baseline to assess the energy harvesting potential

of the newly proposed rotor configuration under similar flow conditions. To

illustrate the performance of the setup, the absolute mean of the output

peak-to-peak voltage signal was calculated for each configuration. A plot

for the recorded results is shown in Figure 6.8 A. It can be observed that

the power output performance is slightly increased when the rotors are used

as bluff bodies, especially at lower inflow velocities.
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Table 6.1: The open-circuit voltage output from the cantilever beam

Inflow Velocity
[m/s]

Cylinder Bluff-
body Equipped
Beam Output
[V]

Savonius Rotors
Equipped Beam
Output [V]

Increase

0.3375 0.26422 0.50916 92.70%
0.3675 0.30352 0.3155 3.94%
0.3975 0.35062 0.42015 19.83%
0.4275 0.32168 0.36427 13.23%
0.4575 0.28573 0.39927 39.73%

In Figure 6.8, it is observed that for the double-spinner device, the output

voltage decreases sharply as the flow velocity increases from 0.3375 m/s to

0.3675 m/s. This counterintuitive result may be attributed to the increased

fluid drag exerted on the rotors at higher velocities, which could negatively

affect their rotation stability or efficiency. A more detailed discussion of

this behavior is presented in the following sections.

It was also observed during the experiment that the wake of the rotating

rotor would interact with the cantilever beam. This effect is most obvious

when the inflow velocity is low because when at higher inflow velocities,

the vortex-induced by the rotating blade is less obvious as the flow field

is significantly more chaotic. For instance, at the inflow velocity of 0.45

m/s, the open-circuit voltage output from the cantilever beam increased by

39.7%, from 0.28573 V to 0.39927 V. A detailed table outlining the open-

circuit voltage output from the cantilever beam is shown in Table 6.1. The

rotors’ influence on the cantilever beam is most prominent at lower inflow

velocities, yielding up to a 92.7% increase in terms of open-circuit voltage

output.

As the movement of the cantilever will be directly reflected on the output

voltage, the voltage signal time history is an effective record of the can-

tilever beam movement. To better understand the beam’s displacement in
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Figure 6.9: The voltage output spectrum for both dual cylinder and dual
rotor configurations. A: Inflow velocity = 0.3975 m/s; B: Inflow velocity =
0.457 m/s

terms of vibrating frequency, the voltage spectrum of the signal was calcu-

lated from the Fast Fourier transform of the voltage output time history

for both the traditional dual cylinder bluff body setup and the proposed

dual-rotor setup, under various inflow velocities. The signal is smoothed

using the Gaussian method with a window size of 100. Based on the nature

frequency study of the flag-shaped cantilever beam, where the first 3 eigen-

frequency of the beam is under 100 Hz, the spectrum plot was restricted

to 0-100 Hz. The plot of inflow velocity of 0.3975 m/s and 0.457 m/s are

shown in Figure 6.9 A and B.

As shown in Figure 6.9, the dominant vibration frequency of the cantilever

beam is seemingly in lower frequencies (sub 10 Hz), in either inflow condi-

tions, matching the previously estimated 1st eigenfrequency of the beam.

In subplot A, as well as in recorded lower inflow velocity conditions, small

bumps on the spectrum plot near the 70 Hz region can be observed, roughly

matching the estimated 2nd and 3rd eigenfrequencies Yet in higher inflow

velocity conditions, such as subfigure B, the second eigenfrequency less

prominent. Both plots indicate that, compared to the traditional dual-

cylinder setup, the rotors have a positive effect on the performance of the

cantilever beam. Under the influence of the rotors, the beam’s vibration
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Table 6.2: A comprehensive summary of one single Savonius Rotor’s open
circuit voltage output

Inflow Veloc-
ity [m/s]

Beam Output
[V]

Single Rotors
Voltage Out-
put [V]

Single Rotor’s
Output/Beam
Output

0.3375 0.509 0.372 73.18%
0.3675 0.316 0.469 148.71%
0.3975 0.420 0.729 173.56%
0.4275 0.364 0.810 222.33%
0.4575 0.399 0.802 200.89%

frequency band is broadened significantly, and the amplitude is kept similar

(A) or bigger (B), indicating a better energy harvesting efficiency on the

beam side.

The Rotor’s Power Output Performance and Discussion

The previous section indicates that this newly proposed configuration would

serve as a decent bluff body setup for a cantilever beam-based energy har-

vesting system. It is also in our interest to test the energy-harvesting

performance of the rotor itself. A comprehensive summary of one single

Savonius Rotor’s open circuit voltage output, as well as the corresponding

open circuit voltage output of the cantilever beam, is shown in Table 6.2.

The rotor’s power output as a percentage of the cantilever beam’s output

is also shown.

The absolute mean of the output peak-to-peak voltage signal was calcu-

lated for a time history of 30 seconds from the power output signal recorded

from one of the rotors under various inflow velocities. It can be observed

that the power output from a single rotor is comparable to that from the

cantilever beam at sub-0.35 m/s inflow velocities. As the inflow velocity

increases, the output performance rapidly exceeds that of the cantilever
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beam and essentially doubles the performance in terms of the absolute

mean of the output voltage. Not that Figure 6.8 B and Table 6.2 show

the power output from a single rotor, and under certain inflow conditions

tested, more than 200% power output than a traditional cantilever beam,

in terms of open-circuit voltage, can be achieved. As shown in Table 6.2,

at an inflow velocity of 0.4275 m/s, the open-circuit voltage output of a

single rotor structure was measured to be 222.33% higher than that of the

cantilever beam alone. Since the proposed TEHS system integrates two

such rotors, the overall voltage contribution from the rotor component can

be approximated as double that of a single unit, leading to a cumulative

contribution of 444.67%. Furthermore, under the same flow conditions, the

cantilever beam within the TEHS system exhibited a 13% improvement in

output compared to its counterpart in a traditional dual-cylinder bluff body

configuration (Table 6.1). These combined effects indicate that, under fa-

vorable operating conditions, the TEHS design can achieve a performance

increase exceeding 457.67%. compared to the conventional energy harvest-

ing setup. Similar performance gains can also be observed in higher inflow

velocity conditions.

That is, under favorable conditions, this novel configuration can be ex-

pected to yield up to more than 5 fold of the power output compared to a

traditional dual-cylinder configurated energy harvesting structure, making

this proposed configuration a very promising design for flow-induced energy

harvesting.
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6.5 Optimization of the Rotor Design

The previous sections have demonstrated that the proposed dual rotor

configuration would serve as a decent bluff body setup for a cantilever

beam-based energy harvester. Without significantly affecting the energy

harvesting performance of the beam, the rotors themselves could harvest

considerable additional energy from the flow. In this section, we look for

small modifications to the existing rotor design and look for possible op-

timizations. We focus on two aspects of the proposed design: the number

of blades for each motor and the shape of the deflectors. For each de-

sign modification, its effect on the cantilever beam’s performance was also

investigated.

6.5.1 The 4-Blade and 5-Blade Design

As researchers previously reported [108, 141], the Savonius rotor tends to

exhibit lower efficiency, particularly in high-inflow velocity conditions. The

Savonius rotor typically has two or three blades, although variations with

more blades can also be found. The most common configurations involve

two semi-cylindrical blades or three blades in an ”S” shape, and more blades

(three and four blades) will negatively affect the efficiency of the rotors [5]

when operating in the air. In this work, the proposed semi-arc-shaped

deflector will effectively block half of the inflow hitting on the rotor blades,

making the 2-blade rotor unusable, and thus we went for the 3-blade design

in the first place. Yet the existence of the deflector has also dramatically

changed the mechanism of the rotor rotation, as shown in Figure 6.6, where

the flow-induced load on Blade 2 and Blade 3 is blocked by the deflector,

it is the author’s curious whether a 4-blade or 5-blade rotor would yield
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Figure 6.10: The modified rotors with deflectors. A: Original 3-blade de-
sign; B: 4-blade design; C: 5-blade design.

Figure 6.11: The RMS of the voltage output with different blade configu-
rations. A: From one of the rotors; B: From the cantilever beam.

better performance. A rendered model for the modified rotors is shown

in Figure 6.10, the rotor blade size is unchanged, and the rotor blades are

distributed evenly.

The voltage output signals from the rotors, as well as the cantilever beam,

were recorded for 30 seconds when the system was working in stable con-

ditions at various inflow velocities. The RMS of the collected voltage time

history was calculated for each case, and the results are shown in Figure

6.11.

To further investigate the rotor’s vortex generation effects compared to that
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Figure 6.12: Time history of the maximum vorticity of the fluid domain.
The dual-cylinder configuration was shown as the baseline.

of a dual-cylinder bluff body, a numerical simulation was carried out based

on our proposed numerical framework, to compare the vortex generation

from a dual-cylinder bluff body setup, a dual 3-blade-rotor setup, a dual 4-

blade-rotor setup, and a dual 5-blade-rotor setup. The inflow velocity was

set to be 0.4 m/s, which is most comparable to the acquired experimental

data. To quantify the vortex generation abilities for each configuration, the

maximum vorticity in the fluid domain for each time frame was recorded,

and a combined time-history plot is shown in Figure 6.12.

It can be seen from Figure 6.12 that the proposed dual Savonius rotors,

regardless of the number of blades, all induced a very noticeably more

chaotic flow condition for the cantilever beam, which serves as a possible

explanation for the increased open-circuit voltage output from the can-

tilever beam with the dual rotor installed. Note that the proposed rotors

with different blade numbers demonstrated a similar ability to increase the

maximum vorticity in the fluid domain, which also matches the experimen-

tal results, where the cantilever beams with different rotor configurations

demonstrated similar performances.
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At the current configuration, from an RMS voltage output perspective, the

rotors demonstrated a significantly better ability to harvest energy from

the flow than the cantilever beam, which is consistent with the results

mentioned above. Yet comparable results are found in both the rotor’s

power output, as well as the energy harvesting performance of the cantilever

beam at every investigated inflow velocity, for the 3-blade rotor, the 4-

blade rotor, and the 5-blade rotor configuration. No significant changes are

observed from the introduction of more blades on the rotors. A numerical

study was conducted to investigate the mechanism for this phenomenon,

where three blade configurations were modeled with an inflow velocity of

0.4 m/s. The velocity magnitude contours and velocity vector plots for

each configuration at t = 1.450 s are shown in Figure 6.13.

From the above analysis of the rotor rotation mechanism, it was concluded

that it was the semi-arc-shaped deflectors that blocked direct flow-induced

loads on Blade 2 and Blade 3 in Figure 6.6 B. Yet from Figure 6.13 it

can be observed that still a decent amount of flow can flow into the slot

between the rotor and the inner side of the deflector, introducing drag. It

is inferred that as the blade number increases, the drag introduced in the

slot also increases. This is a possible explanation for the insignificant power

output difference between the 4-blade and 5-blade rotors.

6.5.2 Extended Semi-Arc Shaped Deflectors

Per analysis in the previous section, an extended deflector is then intro-

duced to improve the performance of the rotors. The deflector is extended

by 6 mm on both sides, as shown in Figure 6.14 E.

A series of numerical studies were conducted to determine the effectiveness
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Figure 6.13: The velocity magnitude contour, and velocity vector plot for
each configuration at t = 1.450 s. A, B, C are showing the 3-blade, 4-blade,
and 5-blade configuration, accordingly.

Figure 6.14: The velocity magnitude contour, and velocity vector plot for
A, B: Original defectors; C, D: Extended Deflectors. The time for each plot
is shown in the plot.
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of this modified design. The velocity magnitude contour and velocity vec-

tor plot are shown in Figure 6.14 for the 3-blade rotor, with the original

deflector (subplot A and B), as well as the extended deflector (subplot C

and D). The time frame for the capturing moment is shown individually

in the plot, and the time frame is chosen to provide a similar rotational

state for subplots A, C and subplot B, and subplot D. It is noticed that the

flow direction near the tip of the extended deflector is seemingly diverted

more towards the tip of the rotor blades, as shown in the red square marks.

Another interesting finding is that due to the extension near the trailing

edge of the deflector marked with red rectangles in subplots A and C, the

flow separation is delayed, compared with the original deflector case, which

might affect the performance of the downstream cantilever beam. Addi-

tional experimental results are needed to assess the effectiveness of the

extended deflector, as well as its effect on the cantilever beam.

The voltage output signals from the motors for all different blade configu-

rations with original and extended deflectors were recorded for 30 seconds

when the system was working in stable conditions at various inflow veloc-

ities. The RMS of the collected voltage time history was calculated for

each case, and the results are shown in Figure 6.15, where A, B, and C

show results from the 3-blade rotor, 4-blade rotor, and the 5-blade rotor

configuration, accordingly.

As is shown in the plot, the extended deflector delivered a significant in-

crease in the power output of the rotor units, especially for the 3-blade

configuration, as shown in subplot A. It is also worth noting that com-

paring the maximum output from the 3 subplots, it can be observed that

the presence of the extended deflector, the 4-blade, and the 5-blade config-

uration have yielded significantly better performance under higher inflow

velocity conditions. It was recorded in Figure 6.11 A that the three blade
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Figure 6.15: RMS of the output voltage from the rotor at various inflow
velocities for both the original and extended deflector configurations. A,
B, and C show results from the 3-blade rotor, 4-blade rotor, and 5-blade
rotor configuration, accordingly.

configurations with original deflectors shared a similar RMS voltage output

at around 0.45 m/s inflow velocity, whereas with the extended deflectors,

the 4-blade and 5-blade rotors both achieved a 1.15 V output, significantly

higher than the 3-blade configuration. It can be concluded that the poten-

tial of the 4-blade and 5-blade configuration was realized by the extended

deflectors.

The extended deflectors’ effect is also in the interest of the author, and a

similar comparison was made between the cantilever beam’s power output

(RMS voltage) with original deflectors equipped with rotors and the ex-

tended deflector sets. As shown in Figure 6.16, the comparison was made

for the 3-blade rotor, 4-blade rotor, and the 5-blade rotor configurations

individually.

It can be observed that the extended deflectors demonstrated a negative

influence on the energy harvesting performance of the cantilever beam, es-

pecially for the 3-blade rotor configuration, especially at inflow velocities

of 0.4212 m/s and 0.4581 m/s. The voltage spectrum of the signal was

calculated from the Fast Fourier transform of the voltage output time his-

tory for all three rotor configurations with both the original deflectors and

the extended deflectors (suffixed with ”Extend” in the plot). The results
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Figure 6.16: RMS of the output voltage from the cantilever beam at various
inflow velocities for both the original and extended deflector configurations.
A, B, and C show results from the 3-blade rotor, 4-blade rotor, and 5-blade
rotor configuration, accordingly.

Figure 6.17: The voltage output spectrum for all rotor configurations, with
the original and extended deflectors (suffixed with ”Extend” in the plot).
Inflow velocity = 0.4212 m/s.

of the 0.4212 m/s inflow condition are shown in Figure 6.17. The signal is

smoothed using the Gaussian method with a window size of 60.

It can be observed that the rotors equipped with 5 blades, with both orig-

inal deflectors and the extended deflectors, demonstrated a better ability

to induce the cantilever beam to vibrate at sub 10 Hz region. Moreover,

small bumps can be observed from each sub-plot at 60-80Hz region, cross-

validating the numerical results shown in Figure 6.3. It can also be ob-

served that voltage signals induced from the extended deflector-equipped
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Figure 6.18: The voltage output spectrum from the cantilever beam for
all three rotor configurations with the extended deflectors installed, for
all 5 tested inflow velocity conditions. A to C: 3,4, and 5-blade rotor with
extended deflectors installed. V stands for inflow velocity conditions, where
V1 = 0.3820 m/s, V2 = 0.402 m/s, V3 = 0.4212 m/s, V4 = 0.4426 m/s,
and V5 = 0.4581 m/s, respectively.

sets appear in a more broadband manner, with a lot stronger vibration

concentrated in the sub 10 Hz region, which seems to be the reason for

the cantilever beam’s performance decrease in energy harvesting when the

extended deflectors were deployed. The introduction of the extended deflec-

tors made the cantilever beam vibrate more chaotically possibly through

the delayed flow separation observed in Figure 6.14 combined with the rotor

rotation, less concentrated near its 1st eigenfrequency region, which might

be one of the possible reasons for its performance drop observed in Figure

6.16.

To further look into the deflectors’ influence on the vibration of the can-

tilever beam, the voltage spectrum of the beam’s signal was calculated from

the Fast Fourier transform of the voltage output time history for all three

rotor configurations with the extended deflectors installed, for all 5 tested

inflow velocity conditions. The comprehensive plot is shown in Figure 17.

From the inflow velocity’s perspective, generally for each rotor configura-
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tion, as the inflow velocity increases, the beam’s vibration frequency band-

width widens, and the beam’s vibrations at its 2nd and 3rd eigenfrequency

become more prominent (at 60 to 70 Hz). Comparing the three subplots,

one can notice that the case with 4-blade rotors installed (Figure 6.18 B)

demonstrates a more concentrated open circuit voltage output spectrum,

especially at high inflow velocity conditions. A narrower vibration profile

for the cantilever beam is preferred when it comes to energy harvesting

[150], and this observation matches the experimental results shown in Fig-

ure 6.16, where the case with the 4-blade rotors installed yields the best

overall performance at higher inflow velocities.

6.6 Conclusions and Future Work

This work introduced a new concept of the Tandem Energy Harvesting

System (TEHS) by proposing a novel hybrid energy harvester, where two

Savonius rotors are implemented with semi-arc-shaped deflectors that serve

as bluff bodies for a piezoelectric-based flag-shaped copper cantilever beam.

A 2D numerical framework considering the fluid-structure interactions be-

tween water and rotor structures was developed to investigate this newly

proposed configuration’s feasibility, mechanism, and performance. Based

on the numerical analysis, experimental investigations were carried out with

satisfactory outcomes, yielding a viable TEHS for low-velocity flow-based

energy harvesting applications, providing up to 5 folds of the energy har-

vesting output compared with a traditional piezoelectric cantilever beam

energy harvester with cylinder bluff bodies. Two optimization strategies

for rotor design were also proposed, assessed, and thoroughly analyzed.

Based on the compressive investigations of our proposed energy harvesting
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structure, the following conclusions can be reached:

• The concept of the Tandem Energy Harvesting System (TEHS) is in-

troduced, where two or more independent subsystems of energy har-

vesting are strategically placed, working in tandem, each outputting

harvested energy independently.

• A numerical study revealed that the proposed Savonius rotors with

arc-shaped deflectors can effectively generate shedding vortex while

rotating, and the generated vortex patterns are similar to that of a

traditional dual-cylinder bluff body setup. The wake from the rotors

is more chaotic than that from a dual-cylinder bluff body, up to twice

in terms of maximum vorticity.

• Experimental studies revealed that the power output from the can-

tilever beam increased when the proposed rotors were used as bluff

bodies, especially at lower inflow velocities. The performance from

the cantilever beam was enhanced by up to 92.70% when the inflow

velocity was 0.34m/s and enhancing effects were observed for every

tested inflow condition. Under favorable conditions, the proposed

TEHS can be expected to perform up to 457.67% better compared

to a traditional cylinder bluff body-equipped energy harvester.

• Two optimization strategies for the Savonius rotor design were also

proposed based on the flow pattern from the numerical works. It

was found that the 4-blade and 5-blade rotors would yield significant

energy harvesting performance gain only when combined with the

extended deflectors, and the extended deflectors would also greatly

increase the rotor’s performance in low-velocity inflow conditions.

• Apart from the rotor’s influence on the cantilever beam’s energy-

harvesting performance and vibration characteristics were also thor-
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oughly investigated. Generally, the introduction of the rotors would

induce the beam to vibrate closer to its eigenfrequencies, possibly

due to the more chaotic flow conditions resulting from the rotor’s

rotation.

Various future works can be recommended for the proposed structure, es-

pecially from an optimization standpoint, where artificial intelligence could

play a vital role [144]. Firstly, adjustments to the aspect ratio and blade

shape of the Savonius rotors used in this work could be explored to enhance

performance. The current design is still limited to the classic Savonius ro-

tor design, where the blade is semi-arc shaped, which is not necessarily the

best solution for flow-induced rotation, especially considering its original

purpose is for wind-driven applications. Secondly, although the semi-arc-

shaped deflectors in our design have gone through a revision based on the

experimental and numerical analysis in this work, it is of still great value

to further enhance the design of the deflectors, based on more comprehen-

sive testing data, to include more inflow conditions, coordinating with the

revised blade design. Most importantly, as a Tandem Energy Harvesting

System (TEHS), it is always captivating to come up with new subsystems

that would work as an addition to the current configuration. Every new

subsystem added to the TEHS would introduce a new energy harvesting

output interface, thus further increasing the energy harvesting efficiency

of the current system. It is foreseeable that with revised rotor design

and strategically arranged new subsystems, further improvements in en-

ergy harvesting efficiency and overall system output performance can be

achieved.
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Chapter 7

Conclusion and Recommended

Work

7.1 Conclusion

In conclusion, this thesis has examined the multi-scale modulation of fluid-

structure interaction (FSI) in micro and macro-scale systems, focusing on

biomedical microcapsules and energy harvesting. By integrating numerical

simulations with experimental techniques, this research has provided valu-

able insights into FSI dynamics and its applications across different scales.

A comprehensive review of existing research on FSI models, microcapsule

deformation dynamics, and energy-harvesting strategies was provided. The

focus is placed on studies related to multiphase flows, fluid-induced shear

stress, and optimization methods. Additionally, it highlights the role of

Savonius rotors in energy harvesting and the importance of vortex genera-

tion for performance enhancement. Identifying research gaps, this chapter

sets the foundation for the subsequent modeling and experimental efforts

presented in this thesis.
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Chapter 3 details the fabrication and characterization of microcapsules for

potential drug delivery, created using a needle-based device with stainless

steel needles. The outer shell is made of PLA bio-based resin, and the core

contains a mix of deionized water and blue ink. An oscillating microchan-

nel device generates controlled flow in a microfluidic setup. Compression

experiments reveal the microcapsules’ resilience, and numerical simulations

show stress distribution within the shell. A 2D membrane model simulates

behavior under Poiseuille flow, confirming the microcapsules’ stability. Ad-

ditional tests in an oscillating microchannel demonstrate their durability,

making them promising for drug delivery applications. The study combines

experimental and numerical methods to understand microcapsule behavior,

acknowledging limitations and plans for numerical model improvements.

A 2D numerical model was then developed to investigate fluid-structure

interactions between fully developed pipe flow and core-shell structured

microcapsules in Chapter 4, considering various flow velocities and shell

thicknesses. Validated with theoretical calculations, the model includes a

framework to estimate microcapsule stability in the moving fluid. Anal-

ysis of von Mises stress distribution showed symmetrical stress patterns

along the flow direction and a 6th order rotational symmetry for thin-

ner shells at higher velocities. Thinner shells accumulated stress faster

and deformed more under higher velocities. Additionally, an elastic en-

ergy storage-relaxation process was observed during acceleration. Young’s

modulus significantly affected deformation, even with similar stress dis-

tributions. These insights highlight key factors influencing microcapsule

behavior and suggest areas for further model refinement.

Chapter 5 proposes a novel boundary layer enhancement structure and

various bluff body arrangement strategies to improve the voltage output

of a piezoelectric-based energy harvest rig. Using both numerical and ex-
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perimental approaches, the 6-cylinder and inverse 6-cylinder arrangements

were tested. While the inverse 6-cylinder arrangement significantly outper-

formed the dual-cylinder arrangement in terms of maximum voltage, the

6-cylinder setup showed better overall power output. A positive correlation

between flow velocity and voltage output was consistent across experimen-

tal and numerical results. Higher inflow velocity caused the cantilever beam

to oscillate at a higher frequency with less variation. The introduction of

the proposed wall structure notably enhanced performance, particularly

with the inverse 6-cylinder arrangement, which achieved the best voltage

results. Numerical simulations indicated that the wall structure stabilized

fluid near the wall and increased the chaotic wake of the bluff bodies, con-

tributing to the system’s improved performance.

The concept of Tandem Energy Harvesting System (TEHS) was proposed

in Chapter 6, which is a novel hybrid energy harvester using two Savonius

rotors with semi-arc-shaped deflectors as bluff bodies for a piezoelectric-

based cantilever beam. The numerical study showed that the Savonius ro-

tors with arc-shaped deflectors effectively generate vortex shedding while

rotating. The resulting vortex patterns are similar to a traditional dual-

cylinder bluff body setup, but the wake from the rotors is more chaotic,

with maximum vorticity reaching up to twice that of the dual-cylinder

setup. Experimental investigations confirmed that this chaotic flow en-

hances the power output of the cantilever beam, especially at lower in-

flow velocities. The performance of the cantilever beam was improved by

up to 92.70% at an inflow velocity of 0.34 m/s, with enhancements ob-

served across all tested inflow conditions. Under optimal conditions, the

TEHS demonstrated a performance increase of up to 444.67% compared to

a traditional cylinder bluff body-equipped energy harvester. Two optimiza-

tion strategies for the Savonius rotor design were proposed: 4-blade and
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5-blade rotors combined with extended deflectors. These configurations

significantly improved energy harvesting performance, particularly in low-

velocity inflow conditions. In addition to the rotor’s influence on energy

harvesting, the cantilever beam’s vibration characteristics were thoroughly

investigated. The introduction of the rotors induced the beam to vibrate

closer to its eigenfrequencies, likely due to the more chaotic flow conditions

resulting from the rotor’s rotation. Overall, the TEHS offers a promising

solution for low-velocity flow-based energy harvesting applications, signifi-

cantly outperforming traditional systems.

7.2 Limitations and Recommended Future

Works

This thesis explores the multi-scale modulation of fluid-structure interac-

tion (FSI) in both micro and macro-scale systems, with a specific focus on

biomedical microcapsules and energy harvesting technologies. Yet several

limitations can be addressed to enhance the robustness and applicability

of these findings:

The current numerical model relies on a predefined cross-sectional area

and does not consider Poisson’s ratio for the reduced linear elastic model.

Future work should incorporate a more detailed representation of the cap-

sule’s shell, including the internal structure and its impact on stress distri-

bution. The use of massless points to model the microcapsule shell limits

the ability to analyze detailed shell dynamics. Advancements should aim

to develop more comprehensive models that account for the shell’s material

properties and structural integrity. The explicit projection method with a

second-order upwind scheme and SOR method for updating pressure could
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be replaced with more advanced time-stepping and advection schemes to

improve accuracy. These enhancements would allow for better simulation

of the microcapsule’s deformation under various flow conditions.

While the study combines experimental and numerical methods, there is a

need for more extensive experimental validation to confirm the numerical

results. Future experiments should focus on varying flow conditions and

microcapsule properties to ensure the reliability and applicability of the

models developed. Additional testing in more complex flow environments,

such as turbulent or oscillatory flows, will provide a deeper understanding

of microcapsule behavior in realistic physiological conditions.

The use of PLA bio-based resin for the microcapsule shell offers benefits

in terms of biocompatibility and environmental sustainability. However,

exploring alternative materials with enhanced mechanical properties and

biodegradability could further improve the performance and safety of mi-

crocapsules.

Future research should target specific drug delivery applications, tailoring

the design and testing of microcapsules to address the unique challenges of

different therapeutic contexts. This approach will help in developing more

effective and specialized drug delivery systems.

This thesis has investigated fluid–structure interactions across two different

scales, focusing on micro-scale biomedical capsules and macro-scale energy

harvesting devices, in order to explore how FSI principles manifest and can

be utilized in different engineering contexts. Several key areas of progress

and current limitations have been identified, alongside recommendations

for future work.

While the study has successfully fabricated and characterized microcapsules
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for drug delivery, using a needle-based device and an oscillating microchan-

nel device to generate controlled flow, there are still areas for improvement.

The current numerical models, which rely on predefined cross-sectional ar-

eas and do not account for Poisson’s ratio, should be refined to provide

a more detailed representation of the microcapsule’s shell. Future mod-

els should also move beyond using massless points to simulate the shell,

considering the shell’s material properties and structural integrity more

comprehensively. Enhancements to the flow solver, such as incorporating

advanced time-stepping and advection schemes, would further improve the

accuracy of simulations.

Experimental validation remains essential. More extensive experimental

studies across a wider range of flow conditions and microcapsule properties

are required to ensure the reliability of the models. Additionally, testing

in more complex flow environments will provide a better understanding of

microcapsule behavior in realistic physiological scenarios. Exploring alter-

native materials with enhanced mechanical properties and biodegradability

could improve microcapsule performance and safety. Innovations in micro-

capsule design, such as multi-layered or composite structures, may offer

better control over drug release rates and mechanical stability. Future re-

search should also target specific drug delivery applications, tailoring the

design and testing of microcapsules to address unique challenges.

In the realm of energy harvesting, the study proposes boundary layer en-

hancement structures and various bluff body arrangements to improve volt-

age output. Both numerical and experimental approaches have shown

promising results, with significant performance improvements in specific

configurations. The positive correlation between flow velocity and voltage

output highlights the potential for these technologies in sustainable energy

solutions.
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Moreover, the Tandem Energy Harvesting System (TEHS), a novel hybrid

energy harvester using Savonius rotors with semi-arc-shaped deflectors, has

demonstrated substantial improvements in power output. The chaotic flow

generated by the rotating rotors enhances the performance of the cantilever

beam, especially at lower inflow velocities, leading to a significant increase

in energy harvesting efficiency. Optimization strategies, such as 4-blade

and 5-blade rotor designs combined with extended deflectors, have fur-

ther improved performance, particularly in low-velocity inflow conditions.

The detailed investigation of the cantilever beam’s vibration characteristics

has revealed that the introduction of rotors induces vibration closer to its

eigenfrequencies, likely due to the more chaotic flow conditions.

In conclusion, while this study has laid a strong foundation for under-

standing microcapsule behavior and its potential in drug delivery, ad-

dressing these limitations and pursuing the recommended future directions

will significantly enhance the accuracy, applicability, and effectiveness of

microcapsule-based technologies. By continuing to integrate experimen-

tal and numerical approaches, researchers can develop more sophisticated

models and devices that better meet the demands of biomedical applica-

tions.
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Appendix A

Matlab Code Segments used in

Chapter 3

Expressions of x and y components for temporary velocities:

1

2 ut(i,j)=u(i,j)+dt *( -0.25*(((u(i+1,j)+u(i,j))

^2-(u(i,j)+ ...

3 u(i-1,j))^2)/dx+((u(i,j+1)+u(i,j))*(v(i+1,

j)+ ...

4 v(i,j))-(u(i,j)+u(i,j-1))*(v(i+1,j-1)+v(i,

j-1)))/dy)+ ... % Advection Terms A_x

5 m0 /(0.5*(r(i+1,j)+r(i,j)))*(

...

6 (u(i+1,j) -2*u(i,j)+u(i-1,j))/dx^2+

...

7 (u(i,j+1) -2*u(i,j)+u(i,j-1))/dy^2

)+gx ); % Diffusion Terms D_x

8 end %This is Eqs (4.12) , combined with Eqs

(4.20) & Eqs (4.22)
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9 end

10

11 vt(i,j)=v(i,j)+dt *( -0.25*(((u(i,j+1)+u(i

,j))*(v(i+1,j)+ ...

12 v(i,j)) -(u(i-1,j+1)+u(i-1,j))*(v(i,j)+v(

i-1,j)))/dx+ ...

13 ((v(i,j+1)+v(i,j))^2-(v(i,j)+v(i,j-1))

^2)/dy)+ ... % Advection Terms A_y

14 m0 /(0.5*(r(i,j+1)+r(i,j)))*(

...

15 (v(i+1,j) -2*v(i,j)+v(i-1,j))/dx^2+

...

16 (v(i,j+1) -2*v(i,j)+v(i,j-1))/dy^2

)+gy ); % Diffusion Terms D_y

17 end %This is Eqs (4.13) , combined with Eqs

(4.21) & Eqs (2.23)

18 end

The Matlab code segment for solving pressure terms is listed below. The

relaxation parameter β was chosen to be 1.2:

1

2 for i=2:nx+1

3 for j=2:ny+1

4 tmp1(i,j)= (0.5/dt)*( (ut(i,j)-ut(i-1,j))/dx

+(vt(i,j)-vt(i,j-1))/dy );

5 tmp2(i,j)=1.0/( (1./dx)*( 1./(dx*(rt(i+1,j)+

rt(i,j)))+...

6 1./(dx*(rt(i-1,

j)+rt(i,j))) )+...

7 (1./dy)*(1./( dy*(rt(i,j+1)+
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rt(i,j)))+...

8 1./(dy*(rt(i,j

-1)+rt(i,j))) ) ); % tmpq & tmp2 are

eqs 4.29

9 end

10 end

11

12 for it=1: maxit % SOLVE FOR

PRESSURE eqs 4.29

13 oldArray=p;

14 for i=2:nx+1

15 for j=2:ny+1

16 p(i,j)=(1.0 - beta)*p(i,j)+beta* tmp2(i,j)*(

...

17 (1./dx)*( p(i+1,j)/(dx*(rt(i+1,j)+rt(i,j))

)+ ...

18 p(i-1,j)/(dx*(rt(i-1,j)+rt(i,

j))) )+ ...

19 (1./dy)*( p(i,j+1)/(dy*(rt(i,j+1)+rt(i,j))

)+ ...

20 p(i,j-1)/(dy*(rt(i,j-1)+rt(i,

j))) ) - tmp1(i,j)); % tmp1 and tmp2 are

used here

21 end

22 end

23 if max(max(abs(oldArray -p))) < maxError

24 break

25 end

26 end

The code segment for density gradient distribution and density construction
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is listed as follows:

1 %----------Distribute Gradient -----------

2 fx=zeros(nx+2,ny+2);

3 fy=zeros(nx+2,ny+2); % Set fx & fy to zero

4 for l=2:Nf+1

5 nfx = -0.5*(yf(l+1)-yf(l-1))*(rho2 -rho1);

6 nfy =0.5*( xf(l+1)-xf(l-1))*(rho2 -rho1); %

Normal vector

7

8 % For x components:

9 ip=floor(xf(l)/dx)+1;

10 jp=floor((yf(l)+0.5*dy)/dy)+1;

11 ax=xf(l)/dx -ip+1;

12 ay=(yf(l)+0.5*dy)/dy -jp+1;

13 fx(ip ,jp) =fx(ip ,jp)+(1.0-ax)*(1.0-ay)

*nfx/dx/dy;

14 fx(ip+1,jp) =fx(ip+1,jp)+ax*(1.0-ay)*nfx

/dx/dy;

15 fx(ip ,jp+1) =fx(ip ,jp+1) +(1.0-ax)*ay*nfx

/dx/dy;

16 fx(ip+1,jp+1) =fx(ip+1,jp+1)+ax*ay*nfx/dx/

dy;

17 % For y components:

18 ip=floor((xf(l)+0.5*dx)/dx)+1;

19 jp=floor(yf(l)/dy)+1;

20 ax=(xf(l)+0.5*dx)/dx -ip+1;

21 ay=yf(l)/dy -jp+1;

22 fy(ip ,jp) =fy(ip ,jp)+(1.0-ax)*(1.0-ay)

*nfy/dx/dy;

23 fy(ip+1,jp) =fy(ip+1,jp)+ax*(1.0-ay)*nfy
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/dx/dy;

24 fy(ip ,jp+1) =fy(ip ,jp+1) +(1.0-ax)*ay*nfy

/dx/dy;

25 fy(ip+1,jp+1) =fy(ip+1,jp+1)+ax*ay*nfy/dx/

dy;

26 end

27 %---------Consturct the Density --------------

28

29 for iter =1: maxit

30 oldArray=r;

31 for i=2:nx+1

32 for j=2:ny+1

33 r(i,j)=0.25*(r(i+1,j)+r(i-1,j)+r(i,j

+1)+r(i,j-1) +...

34 dx*fx(i-1,j)-dx*fx(i,j)+...

35 dy*fy(i,j-1)-dy*fy(i,j));

36 end

37 end

38 if max(max(abs(oldArray -r))) <maxError

39 break

40 end

41 end

The code for the movement of the front is listed as follows:

1 %======== ADVECT FRONT =====================

2

3 for l = 2:Nf+1

4 ip=floor(xf(l)/dx)+1;

5 jp=floor((yf(l)+0.5*dy)/dy)+1;

6 ax=xf(l)/dx -ip+1;
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7 ay=(yf(l)+0.5*dy)/dy -jp+1;

8 uf(l)=(1.0-ax)*(1.0-ay)*u(ip ,jp)+ax*(1.0-ay)

*u(ip+1,jp)+...

9 (1.0-ax)*ay*u(ip ,jp+1)+ax*ay*u(ip+1,jp

+1);

10 % In this section of code we use Figure

3.2 to move the front

11 % ip & ax, jp & ay are combined to form a

1x1 space for areal

12 % weight assign. Above part is for u,

below part for v.

13

14 ip=floor((xf(l)+0.5*dx)/dx)+1;

15 jp=floor(yf(l)/dy)+1;

16 ax=(xf(l)+0.5*dx)/dx -ip+1;

17 ay=yf(l)/dy -jp+1;

18 vf(l)=(1.0-ax)*(1.0-ay)*v(ip ,jp)+ax*(1.0-ay)

*v(ip+1,jp)+...

19 (1.0-ax)*ay*v(ip ,jp+1)+ax*ay*v(ip+1,jp

+1);

20 end

21 % We have computed uf & vf for current

point on the front

22 % Now to move the front accordingly:

23 for i = 2:Nf+1

24 xf(i)=xf(i)+dt*uf(i);

25 yf(i)=yf(i)+dt*vf(i);

26 end % The front is thus

moved

27
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28 xf(1)=xf(Nf+1);

29 yf(1)=yf(Nf+1);

30 xf(Nf+2)=xf(2);

31 yf(Nf+2)=yf(2);

194



Appendix B

Complete Matlab Code used

in Chapter 3

1 clear all

2

3 %domain size and physical variables

4 Lx=8;

5 Ly=1;

6 gx =0.0;

7 gy =0.0;

8 rho1 =1.0;

9 rho2 =1.1;

10 m0 =0.01; %mu , viscosity of the fluid

11 rro=rho1;

12 unorth =0; usouth =0; veast =0; vwest =0; % Boundary

Tangential Velocity

13 time =0.0;

14 % Initial drop size and location

15 rad =0.25;

16 xc=2;
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17 yc =0.5;

18 A = 0.1;

19

20 % Numerical variables

21 nx =256;

22 ny=32;

23 dt =0.00125;

24 nstep =1000;

25 maxit =200;

26 maxError =0.001;

27 beta =1.2;

28 E = 40000000;

29 %sigma = 0;

30

31

32 % Zero various arrys

33 u=zeros(nx+1,ny+2);

34 v=zeros(nx+2,ny+1);

35 p=zeros(nx+2,ny+2);

36

37 %u(1,2:ny+1) = 10;

38

39 p(1,2:ny+1) = 200;

40

41 p(nx+2,2:ny+1) = 0;

42

43 ut=zeros(nx+1,ny+2);

44 vt=zeros(nx+2,ny+1);

45 tmp1=zeros(nx+2,ny+2);

46 uu=zeros(nx+1,ny+1);
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47 vv=zeros(nx+1,ny+1);

48 tmp2=zeros(nx+2,ny+2);

49

50 % Set the grid

51 dx=Lx/nx;dy=Ly/ny;

52 for i=1:nx+2

53 x(i)=dx*(i-1.5);

54 end

55 for j=1:ny+2

56 y(j)=dy*(j-1.5);

57 end

58

59 % Set density in the domain and the droplet

60 r=zeros(nx+2,ny+2)+rho1;

61 for i=2:nx+1

62 for j=2:ny+1

63 if ( (x(i)-xc)^2+(y(j)-yc)^2 < rad ^2)

64 r(i,j)=rho2;

65 end

66 end

67 end

68

69 %================== SETUP THE FRONT

=======================================

70

71 Nf =100;

72 xf=zeros(1,Nf+2);

73 yf=zeros(1,Nf+2);

74 uf=zeros(1,Nf+2);

75 vf=zeros(1,Nf+2);
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76 % tx=zeros(1,Nf+2);

77 % ty=zeros(1,Nf+2);

78

79 for l=1:Nf+2

80 xf(l)=xc -rad*sin (2.0*pi*(l-1)/(Nf));

81 yf(l)=yc+rad*cos (2.0*pi*(l-1)/(Nf)); % The code

only works when the front is set in

82 % the

counterclockwise direction

83 % hold on

84 % plot(xf(l),yf(l),’d’,’linewidth ’,2);

85 % pause (0.1)

86

87 end

88

89 Area = zeros(nstep ,1);

90

91 fx=zeros(nx+2,ny+2);fy=zeros(nx+2,ny+2); % Set fx &

fy to zero

92 for l=1:Nf+1,

93 ds0=sqrt((xf(l+1)-xf(l))^2+(yf(l+1)-yf(l

))^2);

94 end

95

96 %================== START TIME LOOP

======================================

97

98

99 % Define the animation file

100
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101 % obj = VideoWriter(’Animation.avi ’);

102 % obj.Quality = 100;

103 % obj.FrameRate = 10;

104 % open(obj);

105

106

107

108 for is=1: nstep

109 p(2:nx+1,1) = 1000* sin(2*pi*220* is*dt);

110 p(2:nx+1,ny+2) = -1000*sin(2*pi*220* is*dt);

111 % ------------------ MODEL SHELL DEFORMATION

--------------

112 fx=zeros(nx+2,ny+2);fy=zeros(nx+2,ny+2); % Set

fx & fy to zero

113 for l=1:Nf+1,

114 ds=sqrt((xf(l+1)-xf(l))^2+(yf(l+1)-yf(l)

)^2);

115 tx(l)=(xf(l+1)-xf(l));

116 ty(l)=(yf(l+1)-yf(l)); % Tangent vectors

117 end

118 tx(Nf+2)=tx(2);ty(Nf+2)=ty(2);

119 for l=2:Nf+1 % Distribute to the fixed grid

120 nfx=E*A*cos(tx(l)-tx(l-1))*(ds -ds0)/ds0;

121 nfy=E*A*sin(ty(l)-ty(l-1))*(ds -ds0)/ds0;

122

123

124 ip=floor(xf(l)/dx)+1; jp=floor((yf(l)

+0.5*dy)/dy)+1;

125 ax=xf(l)/dx -ip+1;

126 ay=(yf(l)+0.5*dy)/dy -jp+1;
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127 fx(ip ,jp) =fx(ip ,jp)+(1.0-ax)*(1.0-ay)*

nfx/dx/dy;

128 fx(ip+1,jp) =fx(ip+1,jp)+ax*(1.0-ay)*nfx

/dx/dy;

129 fx(ip ,jp+1) =fx(ip ,jp+1) +(1.0-ax)*ay*nfx

/dx/dy;

130 fx(ip+1,jp+1)=fx(ip+1,jp+1)+ax*ay*nfx/dx

/dy;

131 ip=floor((xf(l)+0.5*dx)/dx)+1; jp=floor(

yf(l)/dy)+1;

132 ax=(xf(l)+0.5*dx)/dx -ip+1;

133 ay=yf(l)/dy -jp+1;

134 fy(ip ,jp) =fy(ip ,jp)+(1.0-ax)*(1.0-ay)*

nfy/dx/dy;

135 fy(ip+1,jp) =fy(ip+1,jp)+ax*(1.0-ay)*nfy

/dx/dy;

136 fy(ip ,jp+1) =fy(ip ,jp+1) +(1.0-ax)*ay*nfy

/dx/dy;

137 fy(ip+1,jp+1)=fy(ip+1,jp+1)+ax*ay*nfy/dx

/dy;

138 end

139 %

---------------------------------------------------------

140

141 % tangential velocity at boundaries

142 u(1:nx+1,1)=2*usouth -u(1:nx+1,2);u(1:nx+1,ny+2)

=2*unorth -u(1:nx+1,ny+1);

143 v(1,1:ny+1)=2*vwest -v(2,1:ny+1);v(nx+2,1:ny+1)

=2*veast -v(nx+1,1:ny+1);
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144

145 for i=2:nx

146 for j=2:ny+1 % TEMPORARY u-velocity

147 ut(i,j)=u(i,j)+dt *( -0.25*(((u(i+1,j)+u(i,j))

^2-(u(i,j)+ ...

148 u(i-1,j))^2)/dx+((u(i,j+1)+u(i,j))*(v(i+1,

j)+ ...

149 v(i,j))-(u(i,j)+u(i,j-1))*(v(i+1,j-1)+v(i,

j-1)))/dy)+ ... % Advection Terms A_x

150 m0 /(0.5*(r(i+1,j)+r(i,j)))*(

...

151 (u(i+1,j) -2*u(i,j)+u(i-1,j))/dx^2+

...

152 (u(i,j+1) -2*u(i,j)+u(i,j-1))/dy^2

)+gx ); % Diffusion Terms D_x

153 end %This is Eqs (2.13) , combined with Eqs

(2.20) & Eqs (2.24)

154 end

155

156 for i=2:nx+1

157 for j=2:ny % TEMPORARY v-velocity

158 vt(i,j)=v(i,j)+dt *( -0.25*(((u(i,j+1)+u(i

,j))*(v(i+1,j)+ ...

159 v(i,j)) -(u(i-1,j+1)+u(i-1,j))*(v(i,j)+v(

i-1,j)))/dx+ ...

160 ((v(i,j+1)+v(i,j))^2-(v(i,j)+v(i,j-1))

^2)/dy)+ ... % Advection Terms A_y

161 m0 /(0.5*(r(i,j+1)+r(i,j)))*(

...

162 (v(i+1,j) -2*v(i,j)+v(i-1,j))/dx^2+
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...

163 (v(i,j+1) -2*v(i,j)+v(i,j-1))/dy^2

)+gy ); % Diffusion Terms D_y

164 end %This is Eqs (2.14) , combined with Eqs

(2.21) & Eqs (2.25)

165 end

166 %

========================================================================

167 % Compute source term and the coefficient for p(

i,j)

168 rt=r; lrg =1000;

169 rt(1:nx+2,1)=lrg;

170 rt(1:nx+2,ny+2)=lrg; %set the rho inside the

boundary to a very large number , 1000

171 % rt(1,1:ny+2)=lrg;

172 % rt(nx+2,1:ny+2)=lrg; %to avoid separate

equations for pressure equations near boundary

173

174 for i=2:nx+1

175 for j=2:ny+1

176 tmp1(i,j)= (0.5/dt)*( (ut(i,j)-ut(i-1,j))/dx

+(vt(i,j)-vt(i,j-1))/dy ); % tmp1 is eqs 2.26

177 tmp2(i,j)=1.0/( (1./dx)*( 1./(dx*(rt(i+1,j)+

rt(i,j)))+...

178 1./(dx*(rt(i-1,

j)+rt(i,j))) )+...

179 (1./dy)*(1./( dy*(rt(i,j+1)+

rt(i,j)))+...

180 1./(dy*(rt(i,j
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-1)+rt(i,j))) ) ); % tmp2 is part of

eqs 2.27

181 end

182 end

183

184 for it=1: maxit % SOLVE FOR

PRESSURE eqs 2.27

185 oldArray=p;

186 for i=2:nx+1

187 for j=2:ny+1

188 p(i,j)=(1.0 - beta)*p(i,j)+beta* tmp2(i,j)*(

...

189 (1./dx)*( p(i+1,j)/(dx*(rt(i+1,j)+rt(i,j))

)+ ...

190 p(i-1,j)/(dx*(rt(i-1,j)+rt(i,

j))) )+ ...

191 (1./dy)*( p(i,j+1)/(dy*(rt(i,j+1)+rt(i,j))

)+ ...

192 p(i,j-1)/(dy*(rt(i,j-1)+rt(i,

j))) ) - tmp1(i,j)); % tmp1 and tmp2 are

used here

193 end

194 end

195 if max(max(abs(oldArray -p))) < maxError

196 break

197 end

198 end

199

200 for i=2:nx

201 for j=2:ny+1 % CORRECT THE u-velocity
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202 u(i,j)=ut(i,j)-dt *(2.0/ dx)*(p(i+1,j)-p(i,j

))/(r(i+1,j)+r(i,j));

203 end

204 end

205

206 for i=2:nx+1

207 for j=2:ny % CORRECT THE v-velocity

208 v(i,j)=vt(i,j)-dt *(2.0/ dy)*(p(i,j+1)-p(i,j

))/(r(i,j+1)+r(i,j));

209 end

210 end

211 %========================= ADVECT FRONT

===================================

212

213 for l = 2:Nf+1

214 ip=floor(xf(l)/dx)+1;

215 jp=floor((yf(l)+0.5*dy)/dy)+1;

216 ax=xf(l)/dx -ip+1;

217 ay=(yf(l)+0.5*dy)/dy -jp+1;

218 uf(l)=(1.0-ax)*(1.0-ay)*u(ip ,jp)+ax*(1.0-ay)

*u(ip+1,jp)+...

219 (1.0-ax)*ay*u(ip ,jp+1)+ax*ay*u(ip+1,jp

+1);

220 % In this section of code we use Figure

3.2 to move the front

221 % ip & ax, jp & ay are combined to form a

1x1 space for areal

222 % weight assign. Above part is for u,

below part for v.

223
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224 ip=floor((xf(l)+0.5*dx)/dx)+1;

225 jp=floor(yf(l)/dy)+1;

226 ax=(xf(l)+0.5*dx)/dx -ip+1;

227 ay=yf(l)/dy -jp+1;

228 vf(l)=(1.0-ax)*(1.0-ay)*v(ip ,jp)+ax*(1.0-ay)

*v(ip+1,jp)+...

229 (1.0-ax)*ay*v(ip ,jp+1)+ax*ay*v(ip+1,jp

+1);

230 end

231 % We have computed uf & vf for current

point on the front

232 % Now to move the front accordingly:

233 for i = 2:Nf+1

234 xf(i)=xf(i)+dt*uf(i);

235 yf(i)=yf(i)+dt*vf(i);

236 end % The front is thus

moved

237

238 xf(1)=xf(Nf+1);

239 yf(1)=yf(Nf+1);

240 xf(Nf+2)=xf(2);

241 yf(Nf+2)=yf(2); % Point (1) = Point(N

+1); Point (2) = Point(N+2)

242

243

244

245 %-----------------------Add Points to the Front

-------------------------%

246

247 % xfold=xf;
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248 % yfold=yf;

249 % j=1;

250 %

251 % for l=2:Nf+1

252 % ds=sqrt( ((xfold(l)-xf(j))/dx)^2 + ((yfold

(l)-yf(j))/dy)^2);

253 % if (ds > 0.5)

254 % j=j+1;xf(j)=0.5*( xfold(l)+xf(j-1));yf(

j)=0.5*( yfold(l)+yf(j-1));

255 %

256 % j=j+1;xf(j)=xfold(l);yf(j)=yfold(l);

% Points added

257 % elseif (ds < 0.25)

258 % % Do nothing for now

259 % else

260 % j=j+1;

261 % xf(j)=xfold(l);

262 % yf(j)=yfold(l);

263 % end

264 % end

265 %

266 % Nf=j-1;

267 % xf(1)=xf(Nf+1);

268 % yf(1)=yf(Nf+1);

269 % xf(Nf+2)=xf(2);

270 % yf(Nf+2)=yf(2);

271

272 %--------------------Distribute Gradient

---------------------------------

273
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274 fx=zeros(nx+2,ny+2);

275 fy=zeros(nx+2,ny+2); % Set fx & fy to zero

276

277 for l=2:Nf+1

278

279

280

281 nfx = -0.5*(yf(l+1)-yf(l-1))*(rho2 -rho1);

282 nfy =0.5*( xf(l+1)-xf(l-1))*(rho2 -rho1); %

Normal vector

283

284 % For x components:

285 ip=floor(xf(l)/dx)+1;

286 jp=floor((yf(l)+0.5*dy)/dy)+1;

287 ax=xf(l)/dx -ip+1;

288 ay=(yf(l)+0.5*dy)/dy -jp+1;

289

290 fx(ip ,jp) =fx(ip ,jp)+(1.0-ax)*(1.0-ay)

*nfx/dx/dy;

291 fx(ip+1,jp) =fx(ip+1,jp)+ax*(1.0-ay)*nfx

/dx/dy;

292 fx(ip ,jp+1) =fx(ip ,jp+1) +(1.0-ax)*ay*nfx

/dx/dy;

293 fx(ip+1,jp+1) =fx(ip+1,jp+1)+ax*ay*nfx/dx/

dy;

294

295 % For y components:

296 ip=floor((xf(l)+0.5*dx)/dx)+1;

297 jp=floor(yf(l)/dy)+1;

298 ax=(xf(l)+0.5*dx)/dx -ip+1;
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299 ay=yf(l)/dy -jp+1;

300

301 fy(ip ,jp) =fy(ip ,jp)+(1.0-ax)*(1.0-ay)

*nfy/dx/dy;

302 fy(ip+1,jp) =fy(ip+1,jp)+ax*(1.0-ay)*nfy

/dx/dy;

303 fy(ip ,jp+1) =fy(ip ,jp+1) +(1.0-ax)*ay*nfy

/dx/dy;

304 fy(ip+1,jp+1) =fy(ip+1,jp+1)+ax*ay*nfy/dx/

dy;

305 end

306

307 %-----------------Consturct the Density

------------------------------

308

309 for iter =1: maxit

310 oldArray=r;

311 for i=2:nx+1

312 for j=2:ny+1

313 r(i,j)=0.25*(r(i+1,j)+r(i-1,j)+r(i,j

+1)+r(i,j-1) +...

314 dx*fx(i-1,j)-dx*fx(i,j)+...

315 dy*fy(i,j-1)-dy*fy(i,j));

316 end

317 end

318 if max(max(abs(oldArray -r))) <maxError

319 break

320 end

321 end

322
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323

324 %

========================================================================

325 time = time+dt; % plot the

results

326 uu(1:nx+1,1:ny+1) =0.5*(u(1:nx+1,2:ny+2)+u(1:nx

+1,1:ny+1));

327 vv(1:nx+1,1:ny+1) =0.5*(v(2:nx+2,1:ny+1)+v(1:nx

+1,1:ny+1));

328 for i=1:nx+1

329 xh(i)=dx*(i-1);

330 end

331

332 for j=1:ny+1

333 yh(j)=dy*(j-1);

334 end

335 hold off ,contourf(x,y,flipud(rot90(r)) ,20),axis

equal ,axis ([0 Lx 0 Ly]);

336

337 hold on; %quiver(xh ,yh ,flipud(rot90(uu)),flipud(

rot90(vv)),’r’);

338 plot(xf(1:Nf),yf(1:Nf),’k’,’linewidth ’ ,2);

339 axis off

340 % f = getframe(gcf);

341 % writeVideo(obj ,f);

342 Area(is ,1) = is*dt;

343 Area(is ,2) = polyarea(xf(1:Nf),yf(1:Nf));

344

345 pause (0.05)
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346 %fprintf(’the current time step is %d \n’, is);

347 %fprintf(’the front point count is %d \n’, Nf);

348 %fprintf(’the current capsule area is %d \n’,

polyarea(xf(1:Nf),yf(1:Nf)));

349 end

350

351 %obj.close ();

210



Appendix C

Calculation of Weber Number

in Chapter 3

Rationale for Reporting Weber Number

Although surface tension was excluded in our simulations, calcu-

lating the Weber number remains essential for:

1. Physical Context Validation:

We =
ρU2L

σ
=

(1000)(0.10)2(3.5× 10−4)

0.0728
= 0.0481

This confirms surface tension dominance (We ≪ 1) in the actual

experiment, establishing that our simulations represent a simplified

physical regime.

2. Error Quantification: The Weber number provides the scaling re-

lationship for interfacial effects [52]:

Inertial Forces

Surface Tension
∝ We
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With We = 0.0481, we expect maximum interfacial contributions ≈

5% of total deformation energy:

Einterface ≈
Etotal

1 + 1/We

3. Research Integrity: Omitting We would misrepresent the true

physical balance at microscales. Reporting it demonstrates:

• Awareness of model limitations

• Transparent documentation

• Basis for future model extensions

4. Experimental-Simulation Bridge:

Weexp︸ ︷︷ ︸
≪1

̸= Wesim︸ ︷︷ ︸
∞

=⇒ Explicitly documenting this gap justifies validation scope

Full Weber Number Calculation

We =
ρU2L

σ

where:

ρ = 1000 kg/m3 (fluid density)

U = 0.10 m/s (characteristic velocity)

L = 350µm = 3.5× 10−4 m (characteristic length)

σ = 0.0728 N/m (water-air surface tension at 20°C)

Calculation:

We =
(1000)× (0.10)2 × (3.5× 10−4)

0.0728
=

0.0035

0.0728
= 0.0481
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Interpretation

We = 0.0481


< 0.1 : Surface tension dominates

⇒ Interfacial effects are physically significant

⇒ Exclusion represents intentional simplification

213


	List of Publications
	Acknowledgements
	Abstract
	List of Tables
	List of Figures
	Abbreviations
	Introduction
	Research Background and Motivation
	Aims and Objectives of the Study
	Structure of the Thesis

	Literature Review
	FSI Mechanism and Methodology
	Fluid-Microparticle Interactions
	Methods of Microcapsule Formation
	Experimental Methods for Characterization of Mechanical Properties of Microcapsules
	Flow-Induced Energy Harvesting Technologies
	Conclusion

	Investigation of Fluid-Structure Interactions in Oscillatory Microfluidic Flows: A Combined Numerical and Experimental Approach
	Flow Solver
	The Front Tracking Algorithm
	A Simple Comparison with the Level Set Method
	Utilizing Elastic Model and Further Experimental Analysis 
	Conclusion and Limitations

	The effect of Flow-Induced Shear Stress and non-Newtonian effect on Deformation and Flow Dynamics of Microcapsules in a Microchannel
	Introduction
	Numerical Model
	Results and Discussion
	Conclusions

	A Novel Optimization Strategy of a Flow-Induced Piezoelectric Vibration-Based Energy Harvesting Structure
	Introduction
	Methodology
	Bluff Body Arrangements
	Numerical Setup
	Results and Discussion
	Conclusion

	A Tandem Energy Harvesting System with Savonius Rotors: Improving Vortex Generation and Energy Scavenging
	Introduction
	Device Design and Experimental Setup
	Numerical Framework
	Concept Validation and Baseline Performance
	Optimization of the Rotor Design
	Conclusions and Future Work

	Conclusion and Recommended Work
	Conclusion
	Limitations and Recommended Future Works

	Bibliography
	Appendices
	Matlab Code Segments used in Chapter 3
	Complete Matlab Code used in Chapter 3
	Calculation of Weber Number in Chapter 3

