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Abstract 

The increasing demand for rare earth materials in the electric vehicle and power 

electronics industries has led to dwindling reserves and rising costs, particularly 

for Permanent Magnet Synchronous Machines (PMSMs). To address these 

challenges, rare-earth-free motors such as Permanent Magnet assisted 

Synchronous Reluctance Machines (PMa-SynRMs) have emerged as promising 

alternatives. The PMa-SynRM motor design aims to balance cost and 

performance. However, compared to Interior Permanent Magnet Synchronous 

Machines (IPMSMs), PMa-SynRMs exhibit more severe flux linkage 

nonlinearity, along with significant variations in inductance, flux saturation, and 

cross-saturation phenomena, all of which must be considered for high-

performance control. 

This thesis focuses on enhancing both the steady-state performance and dynamic 

response of PMa-SynRMs. To achieve this, an improved Maximum Torque per 

Ampere (MTPA) control strategy and an enhanced Extended State Observer 

(ESO) were proposed. 

In Chapter 3, a comprehensive PMa-SynRM model was developed, 

incorporating inductance variation, flux saturation, and cross-saturation to 

accurately capture the machine's flux characteristics. 

In Chapter 4, three improved MTPA control methods were introduced to 

optimize steady-state response: 

1) A novel Pseudorandom Frequency Signal Injection (PRFSI) method that 

achieves continuous harmonic distribution, reduced MTPA angle detection 
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errors, and better dynamic response compared to traditional Constant Frequency 

Signal Injection (CFSI). 

2) An online MTPA control strategy based on High Frequency Signal 

Injection (HSI), which leverages only the permanent magnet flux linkage data. 

Error analysis and a supplementary control loop were proposed to compensate 

for MTPA detection discrepancies. 

3) An online tracking detection MTPA strategy, robust against resistance 

variations and parameter uncertainties, featuring an improved convergence 

function for faster response and a Self-learning Control (SLC) mechanism to 

adapt to flux characteristics. 

In Chapter 5, an enhanced anti-disturbance ESO-based control strategy was 

proposed to improve dynamic response. A second-order Anti-Disturbance 

Extended State Observer (A-DESO) was designed to minimize observation 

errors at low frequencies and enhance noise suppression at high frequencies, 

particularly for analog position signals and current sensor noise. Additionally, a 

third-order Improved Extended State Observer (IESO) was introduced to further 

reduce sensorless control noise, minimize observed position errors, and shorten 

convergence time. 

The proposed methodologies were validated through both simulations and 

experiments, demonstrating significant improvements in machine modeling, 

steady-state performance, and dynamic response. 
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Chapter 1 Introduction 

1.1 Background and Motivations 

PMa-SynRMs have attracted considerable attention in both academia and 

industry due to their low cost and elimination of rare-earth material dependency 

compared to PMSMs [1]. However, the high nonlinear characteristic, and 

parameter uncertainty including parameter variation, flux variation, flux 

saturation, and cross saturation make it harder to achieve high control 

performance [2]. PMa-SynRM is a compromise choice to balance performance 

and cost. 

The PMa-SynRM is a new type of high-efficiency motor developed in 

recent years. It combines the advantages of IPMSM (Interior Permanent 

Machine) and SynRM, aiming to provide higher efficiency and performance. To 

better understand the unique value and application potential of PMa-SynRM, a 

comprehensive comparison was carried out compared to IPMSM and SynRM. 

1.2 Comparison between IPMSM, SynRM, and PMa-SynRM 

1.2.1. Comparison of Technical Principles 

IPMSM: A permanent magnet is built into the rotor of an IPMSM, which 

allows it to generate torque without rotor current. Despite their high efficiency, 

permanent magnets cost is high and are more susceptible to temperature changes. 

SynRM: SynRM generates reluctance torque using the geometry of the 

rotor without expensive permanent magnet materials. In comparison with 

permanent magnet motors, this type is usually less expensive but does not offer 

the same efficiency or power density. 
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PMa-SynRM: The PMa-SynRM combines SynRM's reluctance torque with 

the IPMSM's permanent magnet torque. The efficiency and power density of the 

machine are improved while its cost and material use are controlled by adding a 

small amount of ferrite material to the rotor. 

 

(a)                                 (b) 

Fig. 1.2-1 Comparison of IPMSM and PMa-SynRM; (a) IPMSM (b) PMa-SynRM [3] 

 

(a) (b) 

Fig. 1.2-2 Comparison of SynRM and PMa-SynRM; (a) SynRM (b) PMa-SynRM [4] 

1.2.2. Comparison of Performance and Application Areas 

Table 1.2-1 Comparison Table of IPMSM, SynRM, and PMa-SynRM 

Feature IPMSM SynRM PMa-SynRM 

Rotor 

Structure 

Permanent magnets are 

embedded in the rotor. 

No permanent magnets; 

utilizes rotor geometry 

to generate reluctance 

torque. 

Combines reluctance torque 

of SynRM with additional 

torque from a small amount 

of ferrite magnets. 

Torque 

Generation 

Generates torque 

without the need for 

rotor current, purely 

magnetic. 

Generates reluctance 

torque through magnetic 

reluctance variations. 

Generates both reluctance 

torque and magnetic torque, 

enhancing overall torque 

production. 

Material 

Cost 

High, due to the use of 

rare-earth permanent 

magnets. 

Low, as it does not 

require rare-earth 

materials. 

Medium, uses a small amount 

of ferrite which is less costly 

than rare-earth magnets. 
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Feature IPMSM SynRM PMa-SynRM 

Efficiency 

High efficiency, but 

sensitive to 

temperature changes. 

Moderate efficiency, 

generally lower than 

IPMSM. 

Higher efficiency than 

SynRM, slightly less than 

IPMSM, with better cost-

effectiveness. 

Power 

Density 

High power density 

due to strong magnetic 

fields from permanent 

magnets. 

Lower power density 

compared to IPMSM. 

Improved power density 

compared to SynRM by 

adding ferrite magnets. 

Thermal 

Sensitivity 

More sensitive to 

temperature variations 

due to permanent 

magnets. 

Less sensitive as there 

are no permanent 

magnets. 

Less sensitive than IPMSM, 

improved with ferrite usage. 

Application 

Areas 

Electric vehicles, 

industrial drives, 

robotics. 

Low-cost applications, 

pumps, and fans where 

efficiency is less 

critical. 

Hybrid electric vehicles, 

cost-effective industrial 

motors. 

IPMSM: Due to its high efficiency and good high-speed performance, it is 

often used in applications requiring high performance and efficiency, such as 

electric vehicles and high-end industrial applications. 

SynRM: Because of its cost-effectiveness and good environmental 

adaptability, it is mostly used in industrial and commercial applications that do 

not require extremely high efficiency and high-speed operation. 

PMa-SynRM: it combines the advantages of IPMSM and SynRM and is 

suitable for application scenarios that require high efficiency and high reliability 

but have certain cost considerations, such as new energy vehicles and industrial 

drive systems with high performance requirements. 

1.2.3. Cost Benefit Analysis 

IPMSM: Although it provides the best performance, the high permanent 

magnet material and complex manufacturing process make the cost higher. 

SynRM: Lower material costs make it more attractive in cost-sensitive 
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markets. 

PMa-SynRM: By optimizing the use of permanent magnet materials, costs 

are reduced while maintaining high performance, providing an intermediate 

cost-effective solution. 

Through the comparison, the PMa-SynRM features the advantages of high-

power factor, high efficiency and low cost. Furthermore, the use of ferrite 

material makes it less dependent on rare earth materials. In this way, the PMa-

SynRM is a compromising choice for both the power factor, efficiency and cost 

consideration. However, the specially designed structure and use of ferrite 

materials make the flux characteristic more complicated, which increases the 

difficulty of machine control and hinders the application scenarios of machines. 

The main characteristics considering the control stage are as follows: 

a. The inductance variation is more severe compared to IPMSM. 

b. The phenomenon of magnetic saturation invalidates the current loop 

and observers that rely on flux information being considered as a fixed value. 

c. The cross-saturation caused by the materials of PMa-SynRM makes the 

flux influenced by both d- and q-axis current. 

d. The high temperature and high current demagnetization of IPMSM 

makes the PMa-SynRM more suitable for high-speed situations with deep flux 

weakening control. 

1.3 Aims and Scope 

Although PMa-SynRM motors offer significant benefits such as reduced 

reliance on rare-earth materials and cost-effectiveness, current control strategies 
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often inadequately address the machine’s complex flux characteristics, including 

inductance variation, magnetic saturation, and cross saturation. Conventional 

MTPA control methods frequently rely on preset machine parameters, leading to 

inaccuracies and suboptimal performance under changing operating conditions. 

To bridge this research gap, this study aims to perform an in-depth analysis and 

evaluation of PMa-SynRM characteristics to develop an accurate control model 

accounting for these flux complexities. Specifically, steady-state performance is 

enhanced by proposing a novel MTPA control strategy without the need for 

preset machine parameters, aiming to decrease average MTPA angle error and 

root mean square error, thereby improving current accuracy and system 

efficiency. The response time of the MTPA control angle is also optimized. 

Furthermore, dynamic response is improved through advanced observer-based 

feedback control strategies to enhance the system’s anti-disturbance capability, 

reduce convergence time during large torque disturbances, and mitigate 

disturbances from analog position sensors, current sensors, and sensor-less 

control techniques.  

1.4 Methodologies of PMa-SynRM 

1.4.1. Structure and Working Principle 

Unlike IPMSM, there is no permanent magnet in the rotor of PMa-SynRM. 

The rotor structure of PMa-SynRM mostly adopts a multi-layer magnetic barrier 

form. The insertion of ferrite material is used to suppress the q-axis flux linkage 

to obtain greater torque. As shown in Fig. 1.4-1, there are two axes of symmetry 

in the PMa-SynRM rotor structure, corresponding to the direction of smaller 
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magnetic resistance (i.e. larger magnetic permeance) and the direction of larger 

magnetic resistance (i.e. smaller magnetic permeance). In this thesis, the 

direction with smaller magnetic resistance is selected as the d-axis, and the 

direction with larger magnetic resistance is selected as the q-axis. The d-axis 

leads the q-axis by an electrical angle of 90°. 

To further clarify, the dq-axis reference frame is defined as a rotating 

reference frame that aligns with the rotor's magnetic flux direction. In this 

configuration: 

The d-axis (direct axis) corresponds to the path of minimal magnetic 

reluctance, where the magnetic flux primarily flows. This axis is aligned with 

the magnetic barrier structure that optimally conducts flux. 

The q-axis (quadrature axis) is oriented 90° electrically from the d-axis and 

represents the direction of higher magnetic reluctance. The flux linkage in this 

axis is typically suppressed through the insertion of ferrite materials to enhance 

torque production. 

This dq reference frame is crucial for analyzing the magnetic flux 

distribution and optimizing the control strategies for PMa-SynRM. It allows for 

decoupled control of torque and flux, enabling more efficient operation under 

various load conditions. Throughout this thesis, all control methods and analysis 

are based on this rotating reference frame, which simplifies the expressions of 

voltage and current in synchronous machines. 
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q-axis

d-axis

 

Fig. 1.4-1 Structure of PMa-SynRM 

1.4.2. Mathematical Model 

To facilitate theoretical and simulation research, the controlled motor is 

considered an ideal one, and the following assumptions are set: 

(1) Assume that the three-phase windings of the motor are symmetrically 

distributed and differ from each other in space by 120° electrical angles. The 

magnetomotive force generated by the motor is sinusoidally distributed along 

the air gap, and space harmonics are ignored. 

(2) Ignore the saturation effect of the motor's magnetic circuit and assume 

that the self-inductance and mutual inductance parameters of each winding of 

the motor are constant. 

(3) Ignore core loss. 

(4) Ignore changes in winding resistance due to frequency changes (such as 

skin effect), temperature changes, etc. 

Based on the assumptions, d- and q-axis equivalent circuit could be 

obtained as shown in Fig.1.4-2. 
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(a)                             (b) 

Fig.1.4-2 Equivalent circuit of the PMa-SynRM (a) d- axis equivalent circuit; (b) q-axis 

equivalent circuit 

As shown in Fig.1.4-2, the voltage equation in d- and q-axis is adopted in 

Eq.n 1.4-1. 

{
𝑢d = 𝑅s𝑖d +

d𝜓d

d𝑡
− 𝜔e𝜓q

𝑢q = 𝑅s𝑖q +
d𝜓q

d𝑡
+ 𝜔e𝜓d

             Eq.n 1.4-1 

where, ud and uq is the voltage of d- and q-axis, respectively; Rs is the stator 

resistance; id and iq is the d- and q-axis current, respectively; 𝜓d and 𝜓q is the 

d- and q-axis flux linkage, respectively; ωe is the electrical speed of the PMa-

SynRM. 

The flux linkage equation is: 

{
𝜓d = 𝐿d𝑖d
𝜓q = 𝐿q𝑖q − 𝜓p𝑚

              Eq.n 1.4-2 

where, Ld and Lq are the d- and q-axis inductances. 𝜓p𝑚  is the permanent 

magnet flux. 

The torque equation is: 

𝑇e =
3

2
𝑝[𝜓pm𝑖q + (𝐿d − 𝐿q)𝑖d𝑖𝑞] Eq.n 1.4-3 

where p is the pole pairs of the machine. 

The Eq.n 1.4-3 plus the mechanical motion equation as Eq.n 1.4-4 are the 

dynamic mathematical model of the PMa-SynRM in the d- and q-axis two-phase 

rotating coordinate system. 
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𝐽
d𝜔m
d𝑡

= 𝑇e − 𝑇L − B𝜔m Eq.n 1.4-4 

where J is moment of inertia, 𝜔m is the mechanical speed, 𝑇e  is the electrical 

torque, 𝑇L  is the load torque, B is the viscous friction coefficient. 

1.4.3. Nonlinear Characteristics of Parameters 

In the model discussed in Chapter 1.4.2, the d- and q-axis inductance 

parameters Ld and Lq are regarded as a fixed value. However, in actual 

applications, affected by factors such as the saturation effect of the magnetic 

circuit for the PMa-SynRM and temperature variations, the Ld and Lq feature 

nonlinear characteristics, specifically. 

PMa-SynRM currents affect the magnetic circuit characteristics of the 

machine, resulting in significant nonlinearities. A nonlinear saturation of the core 

magnetic circuit is caused by the stator current during the operation of PMa-

SynRM. In addition, there is cross coupling between the d- and q-axis 

inductances, which causes significant nonlinear changes in the motor's d- and q-

axis inductances. In this thesis, a FEM (Finite Element Method) was applied to 

the controlled PMa-SynRM. 

d-axis

q-axis

d-axis

q-axis

   

(a)                                (b) 
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(c) 

Fig. 1.4-3 Flux characteristics of the PMa-SynRM (a) d- and q-axis flux with different d- and q-

axis current; (b) d- and q-axis inductance with different d- and q-axis current; (c) permanent 

magnet flux with different d- and q-axis current. 

In this thesis, cross-saturation, magnet saturation, and inductance variations 

of the machine were considered in the machine modeling. Fig. 1.4-3 shows the 

inductance and flux of the PMa-SynRM obtained from the FEA (Finite Element 

Analysis) date. According to the d- and q-axis inductance of the machine in Fig. 

1.4-3(b), d- and q-axis inductance is largely influenced by d- and q-axis current. 

It should be noted that the d-axis inductance is affected by both the d-axis current 

and the q-axis current.  

The flux along the d- and q-axis could also be used for further verification. 

In Fig. 1.4-3(a), as the current increases, the flux linkage gradually tends to 

remain unchanged, which means that the magnetic saturation phenomenon 

greatly influences the flux and inductance. The change in q-axis flux has the 

same trend as the change in d-axis flux. 

The calculation of the MTPA method of Eq.n 1.4-8 is based on a fixed value 

of d- and q-axis current. However, inductance variation, magnetic saturation, and 

cross-saturation need to be considered for this machine for the calculation of the 
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MTPA working trajectory. 

It is possible to calculate the torque of the machine for different currents 

based on the inductance and flux linkage of the machine as shown in Fig. 1.4-3 

in which the maximum torque could be obtained from a finite current value as 

depicted. From the calculated maximum torque with the limited current, the 

MTPA curve with different d- and q-axis currents could be obtained. 

1.4.4. MTPA Considering Flux Characteristics 

 

(a)                                      (b) 

 

(c)                                     (d) 

Fig. 1.4-4 Relationship between the current and MTPA of the PMa-SynRM (a) d- and q-axis 

current with stator current limit; (b) torque locus with different d- and q-axis current; (c) torque 

locus with different stator current and current angle; (d) output torque with different current angle. 

Fig. 1.4-4 shows the machine's current limit, and output electrical torque at 

different current angles. The OA curve represents the MTPA working trajectory 

in which maximum efficiency could be achieved. As indicated in Fig. 1.4-4(d), 

 

Constant 

torque locus

MTPA 

locus
A

Constant 

torque locus

A

MTPA 

locus

Current angle   (rad)

A

Current angle   (rad)



 

12 

the output torque differs under different working conditions such as those 

depicted at working condition A, B, and C with the same magnitude of stator 

current. In working condition A, the maximum torque could be obtained. In the 

case of moving from working condition C to A, the output torque Te increases 

with a decrease in the current angle θ. So, ∂Te/∂θ<0 could be obtained in the left 

half of the current limit path. Meanwhile, the output torque increases with an 

increase in current angle θ, which means ∂Te/∂θ>0. In working condition A, 

∂Te/∂θ=0 is satisfied, which means that the MTPA problem could be simplified 

into finding the ∂Te/∂θ=0 working point. 

With the working point discussed, ∂Te/∂θ=0 working point is necessary for 

the MTPA control. In general, the MTPA working point could be calculated with 

the computational method. A minimum current magnitude is obtained because 

of this solution (id, iq pair). By using MTPA id and iq, the following constrained 

optimization problem could be obtained as shown in Eq.n 1.4-5. 

{
 

 minimize |𝑖s| = √𝑖d
2 + 𝑖q2

 subject to 
3

2
𝑝[𝜓d𝑖q − 𝜓q𝑖d] = 𝑇e

 Eq.n 1.4-5 

Let the Eq.n 1.4-6 hold: 

{
𝑖d = |𝑖s|× cos 𝜃
𝑖q = |𝑖s| × sin 𝜃

 Eq.n 1.4-6 

where |is| is the current vector magnitude, 𝜃 is the angle between is and the d-

axis direction, that is, the current angle. Eq.n 1.4-7 could be obtained based on 

Eq.n 1.4-5 and Eq.n 1.4-6. 

𝑇e = 𝑝 [𝜓pm𝑖s cos 𝜃 +
1

2
(𝐿d − 𝐿q)𝑖s

2 sin 2 𝜃] Eq.n 1.4-7 

As a result of Eq.n 1.4-5, the d- and q-axis currents should comply with 

Eq.n 1.4-8 under the MTPA condition. 
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𝜃 = arcsin

[
 
 
 −𝜓pm +√𝜓pm2 + 8(𝐿d − 𝐿q)

2
𝑖s2

4(𝐿d − 𝐿q)𝑖s
]
 
 
 

 Eq.n 1.4-8 

From Eq.n 1.4-8, the MTPA angle could be obtained from a LUT (Looking-

up Table), which is used to act as the theoretical value to check the MTPA 

detection performance in the later simulations and experiments. However, it 

should be noted that the derivation of inductance to current angle is ignored in 

the calculation. 

Based on the machine model, the MTPA control of PMa-SynRM needs to 

be solved. Permanent magnets are contained in the IPMSM, which generate a 

bias magnetic field that causes the magnetic circuit to approach saturation. 

Consequently, the influence of the motor current on inductance, flux linkage, and 

other parameters is small, and the dynamic changes in the motor parameters are 

not readily apparent. By treating the motor parameters as constants in the model, 

MTPA control is still capable of providing good control effects on PMSMs; 

however, the PMa-SynRM motor current directly affects the motor's inductance. 

Due to the saturation of the magnetic circuit, the inductance changes 

significantly nonlinearly under different working conditions. As a result, it is 

particularly crucial to consider the nonlinear changes in the parameters of the 

inductance in the process of realizing MTPA control of PMa-SynRM. When 

motor parameters are treated as constants, certain errors will occur, which will 

be discussed in Chapter 4. 

1.5 Contributions 

This thesis focusses on improving performance by adopting the advanced 
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modelling for the PMa-SynRM and control strategies. The main contributions 

are listed as follows: 

1. By employing the proposed modeling strategy for the PMa-SynRM, 

which accounts for inductance variation, magnetic saturation, and cross-

saturation, the flux characteristics can be effectively described using only a 

limited set of parameters. Both magnetic saturation and cross-saturation effects 

are incorporated within the model. 

2.  MTPA control was proposed for a better steady-state response and 

reduced MTPA steady-state convergence time using three different methods. 

The innovations are as follows: 

a) A new PRFSI method for the MTPA detection was proposed to improve 

the injected signal harmonic distribution, which features continuous harmonic 

distribution compared to CFSI method, and smaller MTPA angle detection error, 

Therefore, better dynamic response compared to CFSI could be achieved. 

b) An online MTPA control strategy was proposed based on HSI which 

only relies on the permanent magnet flux of the machine; Error analysis was 

carried out to analyze between the practical control angle and theoretical value 

through mathematical differential equations analysis; Then, an error 

supplementary loop was added to compensate for the MTPA detection error, in 

which only the information of magnet flux in polynomial form is needed. 

c) An online tracking detection MTPA control strategy was proposed 

without the need of parameter information and signal injection, which is robust 

to resistance variation. Meanwhile, an improved MTPA convergence function 
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and SLC is designed considering the flux characteristics for better MTPA angle 

dynamic response. 

3. An improved anti-disturbance ESO based control was proposed to 

improve the dynamic response of the control system by introducing a feed-

forward path. The innovations are as follows: 

a) A second order anti-disturbance ESO was proposed, which features a 

smaller observation error in low frequencies with the nonlinear characteristic of 

flux inductance, and better noise suppression ability in high frequencies to 

weaken the noise brought by the analog position signal for the speed calculation 

and the current sensor noise for the torque observation. 

b) A third order anti-disturbance was proposed to eliminate the noise 

brought by the sensor-less control, and improve the dynamic response of the 

control system, including reducing the observed position error and reducing the 

response time. 

1.6 Thesis Structure 

This thesis was divided into 6 chapters, in which Chapter 1 introduces the 

background and motivations of the research, methodologies of the PMa-SynRM, 

and contributions of the whole thesis. 

Chapter 2 did the literature of the cutting-edge control method for three 

parts: modelling of the SynRM and PMa-SynRM; MTPA control for IPMSM 

and other machines; dynamic response improvements control. Research found 

that most of the research focuses on the IPMSM and SynRM, in which the 

characteristics of the PMa-SynRMs are not fully considered. 
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Chapter 3 proposes the modelling of the PMa-SynRM, in which the cross-

saturation, magnetic saturation, and inductance variation were fully considered 

with several parameters to describe the trend.  

Chapter 4 proposes three control methods, namely PRFSI based control, 

MTPA error compensation control, and online MTPA tracking control, to 

improve the steady-state performance of the MTPA control, in which the ripple 

of the MTPA angle was reduced by adopting the PRFSI method. In the next stage, 

the error of the MTPA by using the proposed method was analyzed, and an error 

compensation link was designed to reduce the steady-state error. In addition, an 

online MTPA tracking method was proposed without the need to inject any 

current signal in the control loop and machine parameters. Besides, an SLC 

module was introduced considering the flux characteristics of the machine. In 

this way, a better dynamic response of MTPA angle with smaller error could be 

obtained. 

Chapter 5 proposes an improved ESO to balance the low frequency 

observation ability and anti-disturbance ability in high frequency, in which the 

observation ability and anti-disturbance performance could be guaranteed 

sanctimoniously. Based on the proposed topology, a second order ESO was 

designed to reduce the high frequency noise brought by the analog position error, 

current sensor, and improve the dynamic response of the system. A third order 

ESO was proposed to improve the dynamic response and reduce the error in the 

observation position signal. 

Chapter 6 summarizes the whole thesis and points out the possible ways to 
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do further research and improvements. 

The overall structure of the theses is attached as Fig. 1.6-1. 

Chapter 2:Literature Review

High performance of electrical machines are demanded for transportation electrification

Chapter 1:Introduction

How to improve the performance of PMa-SynRMs

High performance control algorithmsAdvanced design of machines

How to achieve high performance control

A more accurate model is needed Advanced control algorithms need to be designed
Machine model is needed

Improved sensor-

less control

What is modelling requirements?

Iron loss  & copper 

loss modelling

Flux characteristics 

modelling

What is control requirements?

Modelling of PMa-SynRMs

Challenges

1 FEA data is not generally 

available

2 Flux characteristics are 

hard to describe with the 

existing model

3 Online parameter 

identification with low 

accuracy and slow 

convergence

Sensor-less control

1The flux characteristics are not 

generally acceptable

2 HFI based MTPA method bring 

harmonic, which deteriorate the 

control performance

3 The derivation part of the flux 

was ignored, which influence the  

accurate 

4 Convergence time of Online 

tracking method limits the 

application

Challenges

Faster dynamic 

response 

Dynamic improvement control

Higher efficiency

MTPA control

1 The non-linear of flux 

2 High frequency noise 

from the current sensor and 

position sensor influences 

the control

3 Switch working regions 

frequently because of speed 

error 

Challenges

1 The traditional PLL+PI 

method brings large errors 

and phase delay.

2  T h e a rctangent me th o d 

bring large noise from the 

EEMF observer

3 The noise from current 

sensor and EEMF observer 

d et er ior a t e  t h e  c o nt ro l 

performance 

Challenges

Solved Solved Solved Solved

Chapter 3: An Improved Pma-SynRM Modelling Method Considering Flux characteristics

Build the model mathematical  of Pma-SynRMs considering the nonlinear of flux, permanent flux  

Offline-identification method to identify the parameter

Chapter 4 :  Advanced MTPA Control Methods for 

Steady-State Performance Improvement

Combine 

them

Chapter 6: Conclusion and Future Work

1 Steady-state angle fluctuations are reduced

2 Average angle error reduced

Traditional high frequency current injection 

method is adoppted

Pseudo-random signal injection considers the 

sampling and holding effect is proposed

Improve the signal injection method 

An error compensation link and method was 

proposed

Error caused by flux differential link are 

considered

Online MTPA tracking base least squares 

method proposed

Reduce convergence time

1 Optimize convergence function 

2 Adopt self-learning method considering flux 

characteristics

Better dynamic response

Combine 

them

ESO based torque observation method 

was proposed

A-DESO was proposed:

Better dynamic response & Noise 

suppression ability

Improve the noise suppression ability

Consider the FW

Increase accuracy of torque 

observation

Independence of parameter

A-DESO based torque 
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Modify the structure

Back EMF Model with 
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1 Better dynamic response
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dely

Conclusions and Future Work

Chapter 5: Dynamic Response Improvement Control Based on Improved ESO

 

Fig. 1.6-1 Overall structure of the thesis 
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Chapter 2  Literature Review 

2.1 PMa-SynRM Modelling Method 

This chapter focuses on the modeling methods for PMa-SynRM. The 

analysis includes various aspects such as flux characteristics, iron and copper 

losses, machine parameter identification, and the integration of modeling with 

parameter identification, which are essential for optimizing the performance and 

efficiency of PMa-SynRM systems. 

2.1.1. Machine Analysis on Flux Characteristics 

The references studies span a wide range of research focused on the 

modeling and optimization of magnetic flux characteristics in various rotating 

machines, including IPMSM, SynRMs, and PMSMs. In the first part, as seen in 

[5-8], centered on optimizing magnetic flux characteristics to enhance machine 

performance and efficiency, often utilizing FEA and experimental data. For other 

research, such as those in [9], [10], [12], [15], [16], [18], and [22], introduced 

more sophisticated modeling techniques that account for complex factors like 

cross-coupling, magnetic saturation, and hysteresis effects, significantly 

improving the accuracy and reliability of machine models. The research in [13], 

[14], [17], [18], [20], [21], [23], [24] further advanced the understanding of 

magnetic saturation and cross-coupling, particularly in SynRMs and PMSMs, 

offering refined models and identification methods essential for precise control 

and performance prediction. Despite these advancements, the modeling of cross-

saturation effects in PMa-SynRM, especially with ferrite materials, remains 

underexplored, indicating a promising area for future research to build on the 
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methodologies developed for other machine types. 

Research on flux 

characteristics

Optimize FEA, 

Experimental Data.

Ref[7-10]

Refined and Identification 

Methods based on the cross-

coupling effects.

Ref[13-14], [17-18], [20-

21], [23-24]

Research on Cross-Coupling

Magnetic Saturation

Hysteresis Effects.

Ref[9-10], [12], [15-16], 

[18], [22]

More accurate data were 

obtained

Improved accuracy and 

reliability of machine 

models

Advanced Parameter 

identification method

 

Fig. 2.1-1 Research summary on the flux characteristics 

Ref [5] solves the problem of optimizing the magnetic flux characteristics 

of the IPMSM to improve performance and efficiency. This study evaluates the 

designed machine performance through FEA, with special emphasis on variable 

flux characteristics and their advantages in reducing losses. Similarly, [6] 

addresses the analysis on flux linkage characteristics, with particular focus on 

hysteresis loop characteristics derived from experimental data. Through 

experimental data analysis, the magnetic flux linkage characteristics are 

accurately evaluated, improving the accuracy of the analysis. Ref [7] studies the 

electromagnetic flux characteristics of double-sided switched reluctance linear 

machines and provides a flux link prediction method based on magnetic circuit 

analysis. Furthermore, [8] analyzes the dynamic characteristics of transverse 

flux linear machines with solid cores, especially considering core losses. Based 

on the characteristics of the flux mentioned, more research built the model for 

the flux and then did the experiments for the control[9-24].  

Ref [9,15] research the modelling method for the SynRM, in which [9] 

proposes an accurate analytical model of a multi-channel flux barrier for a 
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SynRM. This work optimizes motor design and performance evaluation by 

improving model accuracy. A flux saturation model of a SynRM including cross 

saturation and its identification method at rest are developed in [15]. This model 

provides more accurate data for motor control and performance prediction. 

Ref [10,19] focus on the modelling of PMSM, in which [10] proposed an 

improved IPMSM side-band current harmonic model that takes into account 

magnetic saturation and cross-coupling effects for more accurate prediction of 

the dynamic behavior of the machine. In addition, [19] improves the d- and q-

axis inductance model of PMSM, taking into account the air gap flux harmonics 

and saturation effects, improving the accuracy and reliability of the motor model. 

Ref [12,16,22] focus on the modelling of the IPMSM, where [12] designed and 

analyzed a new equivalent magnetic network model of IPMSM machines, which 

enhances the predictive ability of the model. Ref [16] proposed a high-fidelity 

nonlinear IPMSM model was developed based on the measured stator winding 

flux linkage. Saturation, cross-coupling, spatial harmonics, and temperature 

effects are considered in the model, providing a more comprehensive 

understanding and analysis framework for IPMSMs in [22]. 

Comprehensive study of magnetic saturation and cross-coupling were 

researched in [13,14,20,21]. Ref [13,14] identifies the flux saturation model of 

the SynRMs, compensates for the dead zone effect, and selects a more 

appropriate injection voltage, thereby providing better input conditions for motor 

control. Ref [20] proposes an improved small-signal injection-based online 

multi-parameter identification method that considers cross-coupled magnetic 
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saturation, providing a technical means for online monitoring and optimization 

of IPMSM performance. Ref [21] proposed methods to reduce rotor motion 

when estimating magnetic saturation models of SynRMs and IPMSMs, which 

helps to evaluate machine characteristics under stationary conditions more 

accurately. 

Ref [17,18] respectively studies the impact of cross saturation on the 

accuracy of the saturated induction motor model and the impact of dynamic cross 

saturation on the accuracy of the saturated synchronous machine model. These 

studies provided theoretical foundations and experimental validation for the 

development of subsequent models. Methods for modeling magnetization 

dynamics using saturation wavefronts have been investigated in [23], providing 

new avenues for understanding and predicting the magnetic behavior of 

materials. Ref [24] proposed a dynamic SynRM model based on space vector 

state, considering magnetic saturation, cross-saturation and iron loss, and its 

related identification technology. 

To sum up, the cross-coupling phenomenon was researched from an early 

age. However, the modelling method was not provided until recent years. Most 

of the methods come from the machine design process. For the machine control 

considering these parts, only a few papers made progress. From the aspects of 

machine modelling to improving the control stage, most of the papers are 

focused on the PMSM and IPMSMs. Although the basic methodology could be 

provided for the PMa-SynRM modelling, the cross saturation is more severe for 

the PMa-SynRM. For the modelling of SynRM, the ideas could be provided from 
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the modelling process. However, the cross saturation of the ferrite was not 

modelled and considered, in which the modelling of it is different from the rare 

earth materials one. 

2.1.2. Machine Analysis on Iron loss and Copper Loss 

Research on modelling of 

power losses 

Iron Loss Modeling

Ref[25, 26, 27, 29, 33, 

34, 35, 36, 37, 39, 41]

Integrated Loss 

Modeling

Ref[42, 43]

Copper Loss Modeling

Ref[28, 30, 32, 40]

1 Dynamic and 

Comprehensive 

Models[25, 26, 27, 29]

2 Temperature and Stress 

Effects[33, 34, 35, 41]

3 Motor Design and 

Optimization[36, 37, 39]

1 AC Copper Losses in 

Different Wire Shapes[28]

2 Effects of Modeling Depth 

and Voltage[30, 32]

3 Advanced Analytical and 

Numerical Methods[40]

1 Multi-Physics 

Modeling[42,43]

 

Fig. 2.1-2 Research summary on the modelling of power loss 

The reviewed literature on machine loss modeling can be categorized into 

three primary research areas: iron loss modeling, copper loss modeling, and 

integrated loss modeling. Iron loss studies predominantly focus on developing 

dynamic, multi-dimensional models that consider various operational factors, 

such as magnetic field rotation, temperature, and high-frequency harmonics, 

leading to improved motor efficiency and performance. Copper loss research 

emphasizes optimizing motor design through accurate modeling of losses under 

different conditions, particularly in relation to wire shape and AC losses. 

Integrated loss modeling combines iron and copper loss considerations into 

comprehensive models, often utilizing advanced numerical methods, thereby 

enhancing the precision and efficiency of motor design processes. The summary 
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of the research could be summarized as Fig. 2.1-2. 

Ref [25-43] researched the modelling and control of the iron loss and 

copper loss, which provides the theory basis of the control stage. Ref [25-

27,29,31,33-39,41,42] focus on the iron loss modelling. Based on the vector 

playback model, [25] proposes a dynamic hysteresis model to consider the 

impact of rotating magnetic fields on iron loss estimation. This method predicts 

iron losses under complex magnetic field conditions more accurately and has 

practical application value in improving and optimizing motor efficiency. A 

general three-phase induction motor core loss model under an arbitrary reference 

frame was developed in the [26]. Ref [27] proposes a universal accurate iron loss 

calculation method considering harmonics based on the loss surface hysteresis 

model and the FEM. This method can accurately predict iron loss in complex 

electromagnetic environments containing high-frequency harmonics, providing 

theoretical support for efficient operation of motors. Ref [29] uses a dynamic 

finite element hysteresis model to calculate iron loss in PWM excitation under 

non-oriented grain iron sheets. This research considers the nonlinear properties 

of materials, improving the accuracy and reliability of the model in real industrial 

applications. Ref [33] evaluates iron losses in reactor cores with air gaps under 

high-frequency excitation through magnetic field analysis. This research 

provides an effective analytical tool for loss assessment of core materials in high-

frequency power applications, helping to optimize the design of electromagnetic 

equipment. Ref [34,35] proposes an iron loss model for motors powered by low 

switching frequency inverters and DC bias density, considering temperature 
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effects. Ref [36] considers the iron loss model of induction motor considering 

the influence of rotating iron loss. This model provides a more comprehensive 

loss calculation by integrating rotating iron loss factors. Ref [37] proposes a 

motor Fe simulation iron loss model considering the secondary loop. This model 

can simulate secondary effects in motor operation, providing deeper 

understanding and data support for motor design and testing. Ref [39] describes 

a PMSM loss optimization method based on an accurate stator iron loss model. 

This method optimizes motor design and improves the overall performance and 

efficiency of the motor by accurately controlling and predicting iron losses. Ref 

[41] uses the Jiles-Atherton model to predict iron losses under frequency and 

compressive stress conditions. This study expands the application scope of the 

model, allowing it to make accurate predictions under different mechanical and 

electromagnetic stresses. Ref [42] uses an improved temperature-dependent iron 

loss model to perform thermal loss coupling analysis of the motor. This analysis 

method takes into account the dynamic changes of the effect of temperature on 

iron loss and provides important guidance for the design and operation of motors 

at high temperatures. 

Ref [28,30,32,40,42] did the research on the copper loss modeling and 

minimum it uses the current control method. Specially, [28] conducts a 

comparative analysis of AC copper losses in high-speed stator PM flux switches 

using round copper wires and flat copper wires. This study compares the 

performance of two different shapes of copper wires under the same operating 

conditions through experiments and simulations, provides a scientific basis for 
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the selection of wire shapes in motor design, and can help engineers optimize 

the thermal efficiency and cost-effectiveness of the motor. Ref [30] discusses the 

effects of modeling depth and voltage level on AC losses in parallel conductors 

of PMSMs. The study provides in-depth understanding of efficient design and 

operating modes of motors through detailed simulation of loss differences under 

different modeling accuracy and voltage conditions, emphasizing the importance 

of accurate modeling in reducing unnecessary losses. Ref [32] uses the Bessel 

function to conduct analytical modeling of rotor eddy current losses in PM 

machine rotors with copper shielding. This research accurately describes the 

distribution and influence of eddy currents in copper shielding by applying 

mathematical methods, improves the accuracy of eddy current loss calculations, 

and is of great significance for improving the efficiency and reliability of motors. 

Ref [40] uses the perturbation finite element method to efficiently calculate the 

copper losses of switched reluctance machines. This method optimizes the 

calculation process by introducing perturbation technology, improves simulation 

speed and accuracy, and is particularly suitable for quickly evaluating the 

performance of different design solutions in complex motor designs. Ref [43] 

proposed kriging surrogate model design of ultra-high-speed surface-mounted 

PMSM considering stator iron loss and rotor eddy current loss. This design 

method uses advanced statistical models to optimize the motor design process, 

reduces the need for experiments and prototyping, and significantly improves 

design efficiency and motor performance. It especially shows its advantages 

when dealing with complex multi-physics problems. Table 2.1-1 shows the 



 

26 

comparative for different loss modeling method. 

Table 2.1-1 Comparative for different loss modeling methods 

Catego

ry 

Subcatego

ry 
Benefits Disadvantages Comparison 

Iron 

Loss 

Model 

Dynamic 

and 

Comprehe

nsive 

Models. 

[ 25, 26, 

27, 29] 

Predicts 

losses under 

complex 

conditions 

(magnetic 

fields, 

harmonics). 

Some models 

lack robustness 

in nonlinear 

applications. 

Ref [25] focuses on magnetic 

field rotation. Ref [27] integrates 

harmonics, while Ref [29] adds 

material nonlinearity, offering 

more specific applications. 

Temperatu

re and 

Stress 

Effects 

[33, 34, 35, 

41] 

Considers 

the impact of 

operational 

conditions 

on losses 

(e.g., stress, 

temperature)

. 

Computationall

y intensive for 

real-time 

operations. 

Ref [33] analyzes high-

frequency effects in air gaps; Ref 

[34] and [35] focus on switching 

frequency and DC bias effects; 

Ref [41] adds mechanical stress 

predictions. 

Motor 

Design and 

Optimizati

on [36, 37, 

39] 

Optimizes 

motor 

performance 

by 

accurately 

predicting 

iron losses. 

Limited 

applicability to 

varying motor 

designs without 

extensive 

parameter 

tuning. 

Ref [36] and [37] focus on 

rotating iron losses and 

secondary loop effects, while 

Ref [39] is more specialized in 

PMSM optimization for 

performance improvements. 

Copper 

Loss 

Model 

AC Copper 

Losses in 

Different 

Wire 

Shapes 

[28] 

Provides 

clear 

guidelines 

for wire 

shape 

selection to 

optimize 

performance. 

Limited to 

specific wire 

configurations, 

less 

generalizable. 

Comparative analysis between 

round and flat copper wires 

offers detailed insights into their 

performance under similar 

conditions, but results are wire 

shape specific. 

Effects of 

Modeling 

Depth and 

Voltage 

[30,32] 

Helps 

optimize 

motor design 

by 

understandin

g depth and 

voltage 

impact on 

AC losses. 

Requires fine-

tuning of 

parameters, 

which may not 

be generalized 

easily. 

Ref [30] focuses on the effects of 

modeling accuracy, while Ref 

[32] uses Bessel functions to 

model eddy currents, offering 

more advanced mathematical 

insight. 
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Advanced 

Analytical 

and 

Numerical 

Methods 

[40] 

Improves 

speed and 

accuracy of 

loss 

calculations 

through 

advanced 

methods. 

Methodology 

may not extend 

well to other 

motor types. 

Ref [40] introduces perturbation 

methods to streamline analysis, 

but is primarily focused on 

switched reluctance machines, 

limiting broader applicability. 

Integrat

ed Loss 

Modeli

ng 

Multi-Physics 

Modeling 

42, 43 

Provides a 

holistic view 

of iron and 

copper 

losses 

through 

advanced 

multi-

physics 

methods. 

Computational 

cost is high, and 

models can be 

complex to 

implement. 

Ref [42] emphasizes thermal 

coupling in multi-physics 

models, while Ref. 43 integrates 

surrogate modeling for higher 

efficiency in high-speed 

applications. 

To sum up, these references focus on iron loss and copper loss issues in 

motor design and propose a variety of innovative calculation models and analysis 

methods. The literature covers the establishment of dynamic models, loss 

optimization techniques, accuracy improvements in loss predictions, and models 

that consider multiple physical and operating conditions. These studies are of 

great significance for improving the energy efficiency of motors, reducing 

energy consumption, and optimizing the motor design process, and provide 

theoretical basis and guidance for the modeling and optimal control of PMa-

SynRM. 

2.1.3. Machine Parameter Identification Method 

Ref [44-63] focus on the parameter identification to solve the problem of 

flux variation and to get a satisfactory control performance, in which it could be 

further divided into three categories: online parameter identification 

[44,45,48,50-52,54-58], off-line parameter identification [46,47,49,53,61], and 
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other method [60,62,63]. 

Research on Parameter 

Identification 

Online Parameter 

Identification [44, 45, 48, 50, 

51, 52, 54, 55, 56, 57, 58]

Alternative Methods:[60, 62, 

63]

Offline Parameter 

Identification[46, 47, 49, 53, 

61]

Characteristics: Focuses on 

real-time adaptation of 

motor parameters using 

advanced algorithms and 

machine learning 

techniques.

Characteristics: Involves 

detailed simulations and 

experimental setups for 

accurate parameter 

modeling.

Characteristics: Innovative 

control strategies addressing 

parameter variation, 

emphasizing adaptability 

and efficiency.

Results: Enhanced control 

accuracy and system 

adaptability in dynamic 

environments.

Results: Improved pre-

deployment control 

performance and system 

stability.

Results: Optimized motor 

performance through 

advanced and flexible 

control techniques.

 

Fig. 2.1-3 Research summary on the parameter identification 

For the online parameter identification, [44] proposed a parameter 

identification method based on current prediction error for PMSM with dead-

band predictive current control. This approach optimizes the performance of the 

control system by improving parameter identification accuracy. Ref [45] studied 

a dynamic parameter identification method assisted by deep learning for a six-

degree-of-freedom robot manipulator. This method uses deep learning 

algorithms to automatically learn and update the dynamic parameters of the robot, 

improving control accuracy and response speed. Ref [48] proposed a fast and 

comprehensive online parameter identification method for switched reluctance 

motors. This method updates motor parameters in real time to adapt to changing 

operating conditions and ensure control effects. Ref [50] explores the global 

identification of PMSM drive electrical and mechanical parameters based on the 
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dynamic self-learning PSO (particle swarm optimization) algorithm. Ref [51] 

proposed an improved online temperature prediction method based on global 

parameter identification for PMSMs. This method effectively predicts and 

controls motor temperature to prevent overheating through more accurate 

parameter identification. Ref [52] studied an improved online multi-parameter 

identification method based on small signal injection, considering the influence 

of cross-coupling magnetic saturation. This method improves control accuracy 

and stability in complex working environments. Ref [54] analyzes the problem 

of online identification of PMSM parameters and compares the performance of 

different estimators. Ref [55] proposed a parameter estimation method for poly-

phase motors, which is suitable for variable phase pole motors. Ref [56] reviews 

the technical status of parameter identification and self-tuning technology in AC 

motor drives. The article summarizes the advantages and disadvantages of 

existing technologies and points out the direction of future research. Ref [57] 

studied the performance of the RLS (recursive least squares) algorithm 

configuration for online identification of induction motor parameters in an 

automotive environment. This approach is suitable for dynamic and rapidly 

changing application scenarios. Ref [58] proposed an improved dead zone 

predictive thrust control method for linear induction motors, combined with 

online parameter identification. This method improves the operating efficiency 

and accuracy of the motor by precisely controlling thrust. 

For the off-line parameter identification, [46] discusses the discrete-time 

parameter identification of PMSMs. The article improves the effect of the control 
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algorithm and the operating efficiency of the motor by accurately simulating the 

dynamic behavior of the motor. Ref [47] evaluates a PMSM parameter 

identification method and verifies it through parameter sensitivity analysis. This 

method helps to accurately predict the impact of motor parameter changes on the 

control system and enhances the stability and reliability of the system. Ref [49] 

studies the full parameter identification of SynRM based on field and armature 

current short circuits. Ref [53] explores a method for offline identification of 

induction motor parameters, including core loss estimation, using stator current 

traces. This approach helps to evaluate motor performance and losses more 

accurately. Ref [61] compares two test methods to measure the d-axis and q-axis 

inductance of a built-in PMSM. This comparison allows the selection of a 

measurement technology that is better suited to the needs of a specific 

application.  

As for other methods to solve the parameter variation problem in the control 

system. Ref [60] reviews the offline synchronous inductance measurement 

method of PMSM. This approach provides fundamental data for motor design 

and control, supporting more efficient motor applications. Ref [62] proposes an 

adaptive MTPA control method using a radial basis function network for SynRM. 

This method automatically adjusts control parameters to adapt to different 

operating conditions, improving motor performance. Ref [63] studies an online 

MTPA control method for SynRM driving, based on an emotion controller. This 

novel control strategy optimizes motor control by simulating human emotional 

responses, improving control flexibility and efficiency. Table 2.1-2 shows the 
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comparison of different methods for machine parameter identification. 

Table 2.1-2 Comparison of Parameter Identification Methods for Motor Control 

Catego

ry 

Subcatego

ry 
Benefits Disadvantages Comparison 

Online 

Parame

ter 

Identifi

cation 

Online 

Parameter 

Identificati

on [44, 45, 

48, 50, 51, 

52, 54, 55, 

56, 57, 58] 

Provides real-time 

adaptation for 

varying 

conditions, 

improving control 

accuracy and 

response speed. 

Higher 

computational 

demands, may not 

be suitable for 

every motor type in 

fast-changing 

environments. 

Ref [44] uses current 

prediction, Ref [50] 

applies PSO for 

parameter updates, 

while Ref [45] 

integrates deep 

learning. 

Offline 

Parame

ter 

Identifi

cation 

Pre-

deploymen

t modeling 

[46, 47, 49, 

53, 61] 

Ensures accurate 

parameter 

determination 

before 

deployment, 

leading to more 

stable systems 

during operation. 

Lacks adaptability 

during real-time 

operations, results 

may become 

outdated quickly in 

dynamic 

environments. 

Ref. 47 focuses on 

sensitivity analysis, 

while Ref. 61 

emphasizes inductance 

measurements, 

providing diverse 

approaches. 

Other 

Method

s 

 

Innovative 

strategies improve 

motor 

performance by 

adjusting 

parameters 

dynamically 

under varying 

conditions. 

Can be complex to 

implement and may 

require specialized 

hardware or 

software.  

Ref [62] proposes an 

adaptive MTPA control 

method, while Ref [63] 

utilizes an emotion-

based controller for 

flexibility. 

2.1.4. Combination of Machine Modelling and Parameter Identification 

Ref [64-71,13] build the model to describe the variation of the flux, cross-

saturation phenomenon, and then the control performance was improved by 

using the proposed model. Ref [64] proposes a predictive torque control method 

for SynRM considering magnetic cross saturation. This method improves the 

accuracy and efficiency of motor control by accurately simulating magnetic 

saturation. Ref [63] conducts an experimental identification of the magnetic 

model of a SynRM, which helps to understand the magnetic characteristics of 



 

32 

the motor more accurately under different working conditions. Ref [64] 

developed an adaptive magnetic flux observer for online inductive reactance 

estimation, considering the influence of magnetic saturation to improve the 

control performance of the built-in PMSM. Ref [67] improves the method of 

considering magnetic saturation in the SynRM. This method provides a more 

accurate prediction of the dynamic performance of the motor. Ref [68] fits the 

magnetic saturation and hysteresis curves through arctangent functions, which is 

an improvement on the traditional magnetic material modeling method. Ref [69] 

uses a genetic algorithm to identify the saturation model of a SynRM. This 

method applies modern optimization algorithms in parameter optimization to 

improve the accuracy of the model. Ref [70] considers the magnetic saturation 

effect in the dynamic model of the SynRM, which enhances the practicability 

and accuracy of the model. Ref [71] uses a nonlinear mathematical model to 

provide a drive system for a PMSM. This model can better handle the nonlinear 

behavior of the motor. 

In summary, significant research efforts have been dedicated to modeling 

flux characteristics, magnetic saturation, and cross-saturation in synchronous 

reluctance machines (SynRMs) and permanent magnet-assisted synchronous 

reluctance machines (PMa-SynRMs). Various approaches have been employed, 

including predictive torque control [64], adaptive magnetic flux observers [64], 

experimental identification [63], and optimization-based parameter 

identification using genetic algorithms [69]. Advanced modeling techniques, 

such as nonlinear mathematical models [71] and arctangent function fitting \[68], 



 

33 

have been applied to improve the accuracy of magnetic saturation representation. 

While substantial progress has been made in capturing magnetic saturation 

effects, the modeling of cross-saturation remains challenging due to its complex 

nonlinear behavior, and only a limited number of studies address this issue 

effectively. For PMa-SynRMs, an accurate representation of magnetic saturation, 

cross-saturation, and magnet flux saturation is crucial for enhancing control 

precision and achieving optimal performance. Thus, further improvements in 

modeling methods are required to bridge the gap in cross-saturation analysis and 

enhance machine parameter identification for high-performance control 

strategies. 

2.2 MTPA Control for Steady State Improvements 

Research on MTPA control 

FEA data based 

control[19,20,34,36]

Non-intrusive based control 

[86, 87, 88, 89]

Signal Injection based 

control [72-85]

Characteristics: 

1 High Precision Modeling: 

2 Dynamic Adaptability

3 Integration with Advanced 

Control Techniques:

4 Real-Time Simulation and 

Control

Characteristics: 

1 Not dependent on 

parameters

2 Bringing more harmonics

3 Less parameter dependedt

Characteristics: 

1 No External Injection

2 Minimal Impact on System 

Performance

3 Real-time and Control

4 Reliance on Advanced 

Algorithms

Outcomes: 

1 Improved Efficiency

2 Reduction in MTPA Angle 

Errors

3 Enhanced Harmonic 

Mitigation

4 Versatility Across Motor 

Types

5 Increased Reliability and 

Longevity

Outcomes: 

1 Reduction of MTPA Angle 

Errors

2 Optimized Harmonic 

Distribution

3 Application to Diverse 

Motor Types

Outcomes: 

1 Enhanced System 

Reliability

2 Cost-Effective 

Implementation

3 Increased Accuracy in 

Parameter Estimation

 

Fig. 2.2-1 Research summary on the MTPA control 
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The discussion on MTPA control methods for IPMSMSM and SynRM 

highlights the advancements in both signal injection and online detection 

techniques. Signal injection methods, including CFSI and PRFSI, have been 

extensively explored to achieve precise MTPA angle tracking and error 

compensation, though harmonic distortion might be introduced. On the other 

hand, online detection techniques provide a non-invasive alternative, focusing 

on real-time monitoring and control of motor parameters such as flux linkage 

and inductance without additional signal injection, thereby avoiding extra 

harmonic distortions. These developments are crucial for enhancing the 

reliability, efficiency, and accuracy of motor control systems in various 

applications. The overall classification and the outcomes could be described as 

Fig. 2.2-1. 

2.2.1. MTPA Control Based on Signal Injection Method  

Ref [72] introduced a novel MTPA tracking method for IPMSMs, utilizing 

a CFSI technique. This approach allowed the determination of the MTPA control 

angle independent of flux variations and flux saturation. The validity of this 

method was demonstrated in an 11-kW machine, where the current magnitude 

showed a tracking MTPA angle error of less than 0.5%. Subsequently, several 

other studies on MTPA control based on signal injection emerged, as discussed 

in [73-78]. 

In [73], a control method was presented that only required the measurement 

of the DC bus current, suggesting potential applications for cost-sensitive 

scenarios through a single resistor sampling method. Ref [74] proposed a flux-
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weakening control strategy that integrates signal injection methods, effectively 

combining the constant torque region with the flux-weakening region, thus 

enabling a smooth transition even in deep flux-weakening conditions. 

Additionally, references [75], [76] , [77] , and [78] focus on error analysis and 

strategies to reduce MTPA angle errors. For instance, Ref [74] introduced a novel 

vector space signal method, which eliminates the necessity for specific 

bandwidths in both the speed and current loops. This literature demonstrates that 

MTPA angle error can be analyzed and compensated for in various ways, making 

it feasible for most control applications. However, MTPA control error can be 

exacerbated by harmonics from the injected current, indicating the need for 

further research to enhance harmonic distribution and mitigate harmonic 

amplitude. 

Ref [78] presented an extended signal injection control that incorporates the 

derivative term of the flux. This method allows for the estimation and 

compensation of the derivative part, thereby reducing the MTPA angle error. 

Meanwhile, Ref [76] introduced an error compensation loop control that requires 

no additional information, and Ref [77] proposed an error compensation strategy 

that only necessitates the q-axis flux linkage. Despite this, the constancy of the 

magnet flux remains a challenge, as it can vary with different materials and 

working conditions in PMa-SynRM. 

The signal injection techniques can be categorized into CFSI and PRFSI. 

Ref [79] provided the theoretical basis for PRFSI, showing that it translates the 

current harmonics into a continuous frequency distribution, thereby altering the 



 

36 

harmonic distribution. However, this study did not theoretically analyze the 

selection of the injected frequency or the feasibility of the signal. Furthermore, 

the study did not discuss the selection of current sampling frequency or 

switching frequency. Although PRFSI is not widely used in MTPA detection 

control, it has been successfully applied in sensor-less control applications. For 

example, Ref [80] proposed a sensor-less control strategy employing PRFSI to 

reduce position observation errors. Ref [81] advanced a sensor-less control 

strategy with PRFSI that accounts for system delay, thereby improving reliability. 

Additionally, Finally, [82-85] proposed improvements to the CFSI method aimed 

at modifying the harmonic distribution to decrease harmonic content. 

2.2.2. MTPA Control Based on Non-invasive Online Detection 

Refer [86-89] focus on the MTPA angle detection without injecting any 

signals, which no extra harmonic distortion is brought. Ref [86] proposes a new 

scheme to identify the entire flux linkage diagram of a PMSM, by which the 

diagram of the d-axis and q-axis flux linkage can be identified under different 

load or saturation conditions. The conventional three-phase inverter basic vector 

control system is employed, and immune cloning is utilized to perform a global 

search for the minimum point using a quantum genetic algorithm. This approach 

overcomes the challenges posed by flux linkage under conditions of uncertain 

circuit resistance and inverter nonlinearity. Ref [87] proposes a method for 

online measurement of stator inductance of PMSMs using PWM excitation 

relationships. Accurate knowledge of motor parameters, such as inductance, is 

crucial for efficient and optimal control of motors. The innovation of this study 



 

37 

is to propose an online measurement technology that can update inductance 

parameters in real time to cope with dynamic changes without interrupting motor 

operation. Ref [88] proposes a novel particle filter-based flux linkage estimation 

method that exploits harmonics of the machine speed. In the proposed method, 

a particle filter is applied to estimate the flux linkage from the velocity harmonics. 

It provides a high-precision magnetic linkage monitoring method for PMSM, 

which is especially suitable for complex operating environments. Ref [89] 

proposes a magnetic linkage estimation method based on particle filters. This 

method utilizes the harmonics of the machine speed. Table 2.2.1 shows the 

comparison of different MTPA control methods. 

The literature presents a comprehensive study of MTPA control methods, 

primarily classified into two major categories: Signal Injection Methods and 

Non-invasive Online Detection Techniques. Signal injection methods, including 

Constant Frequency Signal Injection (CFSI) and Pseudorandom Frequency 

Signal Injection (PRFSI), are widely employed to enhance MTPA tracking 

accuracy by introducing controlled disturbances into the motor drive. These 

methods, as demonstrated in [72-85], allow for precise estimation of the MTPA 

angle, even under magnetic saturation and cross-saturation conditions. However, 

the injected signals may introduce additional harmonic distortion, which 

necessitates compensation techniques to maintain optimal control performance. 

PRFSI, as discussed in [79], further extends this approach by continuously 

distributing harmonic frequencies, improving detection accuracy for sensor-less 

control. Despite these advancements, the dependency on signal injection can 
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complicate the control design and increase the need for harmonic mitigation. 

In contrast, Non-invasive Online Detection Techniques eliminate the need 

for injected signals, thereby avoiding the issue of harmonic distortion. Studies 

such as [86-89] focus on real-time parameter estimation of flux linkage and 

inductance using advanced algorithms like quantum genetic algorithms, PWM 

excitation analysis, and particle filter-based estimation. These methods 

demonstrate the capability to track MTPA paths accurately without interrupting 

motor operation, offering a more seamless control experience. However, certain 

methods may experience limitations in precision under highly dynamic 

conditions compared to signal injection-based approaches. 

In summary, signal injection methods prioritize high tracking accuracy at 

the expense of potential harmonics, while non-invasive online detection focuses 

on real-time estimation without disturbing the system, albeit with some trade-

offs in dynamic precision. Both strategies provide valuable contributions to the 

enhancement of MTPA control, depending on the application requirements and 

system constraints. 

Table 2.2-1 Comparison of different MTPA Control Methods 

Category Benefits Disadvantages Comparison 

FEA Data-

Based 

Control [19 

20 34 36] 

Uses FEA data to 

achieve high 

precision in 

MTPA control and 

optimization.  

Dependent on detailed 

motor model data, may 

be computationally 

expensive for real-time 

applications. 

Ref [19,20] focus on a LUT 

based method and [34 36] 

try to simplify the data using 

fitted method 

Offline 

Parameter 

Identificatio

n [72-85] 

Signal injection 

allows error 

compensation and 

control angle 

tracking under 

dynamic 

conditions. 

May introduce 

harmonic distortions 

that need mitigation, 

higher complexity in 

implementation. 

Ref [72] focuses on tracking 

errors, while Ref [74] 

integrates flux-weakening 

control for high flexibility. 

Ref [79] emphasizes 

frequency selection, while 

Ref. 81 focuses on reducing 
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sensor-less control system 

delays. 

Other 

Methods 

[86-89] 

Non-invasive 

methods avoid 

harmonic 

distortions and 

work in real-time 

without 

interrupting 

operation. 

Some methods may not 

achieve the same level 

of precision in dynamic 

environments as signal 

injection. 

Ref [86] introduces a flux 

linkage diagram method, 

while Ref [88] focuses on 

high-precision magnetic 

linkage estimation. 

2.3 Dynamic Response Improvements Control  

2.3.1. High-Performance Control 

FEA is essential for deriving motor parameters during design. Ref [90] 

presents a current angle-based ABS (adaptive backstepping) speed control 

system to address unmodeled dynamics and magnetic saturation in SynRM. An 

intelligent speed transient control system with a recurrent Hermite fuzzy neural 

network improves SynRM's transient response under MTPA conditions by 

generating compensated current angle commands. Ref [91] offers an alternative 

control strategy without the FEA-based LUT, focusing on online training 

parameter identification but with similar drawbacks. This study introduces the 

RFSFNN (recurrent feature selection fuzzy neural network) to approximate an 

ideal ABS control, along with an improved adaptive compensator, increasing 

algorithm complexity. 

Ref [92] introduces neural network-based algorithms for modeling 

synchronous motors, including saturation and cross-coupling effects. Compared 

to [90] and [91], this strategy directly models the SynRM rather than 

compensating for the control system, with a simplified neural network to meet 

controller demands. This approach suits precise flux linkage estimation and 
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online tracking from motor current and voltage measurements. However, it 

requires current and voltage signals, which might not be available in low-cost 

situations, and its calculation time can cause delays in real-time control systems. 

Ref [93] proposes a control strategy to identify the MTPA working point, 

enhancing control performance, and reducing copper loss using an emotional 

controller with an online flux searching observer. This method, specific to 

SynRM, saves calculation time but involves complex adaptive laws that need 

further stability verification under load fluctuations. High computational 

demands contradict the design's efficiency goal, requiring powerful controllers, 

thus increasing power consumption. 

Ref [94] discusses MPC (Model Predictive Control) for SynRM, showing 

good performance in simulations. However, MPC needs simplification for real-

time use, and further experiments are necessary. Ref [95] presents an enhanced 

MPC strategy that reduces THD (Total Harmonic Distortion) and ripple by 

employing multiple cost functions to select optimal vectors. However, its high 

computational complexity poses challenges for practical implementation. 

Ref [96] introduces a finite-state Direct Predictive Control for SynRM, 

which is less computationally demanding than conventional MPC and suitable 

for real-time control. However, it requires an additional comparator for selecting 

the switching status, increasing costs. A backstepping decoupling control 

strategy, also presented in [96], simplifies the design and reduces coupling 

effects with minimal system resources, making it appropriate for industrial and 

low-cost applications, though further experimentation is required for validation. 
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Ref [97] utilizes a neural network inverse system method to decouple the 

bearing-less SynRM, achieving improved control performance, but the high 

computational demands limit its industrial feasibility. In contrast, Ref [98] 

proposes a deviation-based torque control for SynRM, which operates 

independently of motor parameters, simplifying the control system but 

restricting its applicability to SynRM systems. 

Ref [99] compares various SynRM control strategies including MTPA and 

MPC, in which merits and demerits for different control strategies were 

compared. Ref [100] introduces a fuzzy inference system for automatic PI 

parameter adjustment to enhance control performance despite inductance 

changes and torque fluctuations, showing good simulation results but lacking 

experimental validation. 

2.3.2. Extended State Observer-Based Control 

According to the improved structure of the ESO (Extended State Observer), 

it could be divided into mixed and enhanced ESO, sliding mode control based 

ESO, nonlinear control, adaptive ESO, and others. 

For the mix and enhance ESO, A hybrid ESO control technology is 

proposed in [101], especially for integral chain structure systems with both 

matching and mismatching disturbances. The innovation of this research lies in 

the integration of different disturbance processing technologies [101]. Ref [102] 

focuses on an enhanced ESO strategy for non-integral chain systems with 

mismatch uncertainties, which improves the disturbance attenuation capability. 

Its innovation lies in the introduction of an improved observer design to better 
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manage uncertainty. 
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Fig. 2.3-1 Research comparison summary on ESO 

For the sliding mode control based ESO, A cascade ESO sliding mode 

control for under-actuated flexible joint robots is developed to solve the control 

problem of flexible joints. The cascade observer design improves the accuracy 

and robustness of the under-actuated system in [103]. Ref [104] applies ESO 

second order sliding mode control to three-phase grid-connected power 
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converter. Ref [105] combines ESO with integral sliding mode control, applied 

to underwater robots with unknown disturbances and uncertain nonlinearities. 

For the nonlinear control, Ref [106] introduces a control strategy that 

combines ESO with nonlinear terminal sliding mode control and is applied to 

lower limb exoskeletons. The integration of advanced control technologies 

contributes to the enhancement of robotic performance. Ref [107] proposes a 

nonlinear ESO based on fractional power functions is studied, and nonlinear 

ESO constructed by piecewise smooth functions is introduced.  

Ref [108] combines ESO with output feedback and backstepping control 

for robust control of hydraulic systems. To further improve the structure, [109] 

combines feedback linearization with ESO for controlling rotor-active magnetic 

bearing systems under uncertainty conditions, which improves the effectiveness 

of ESO in complex electromechanical systems. 

For the adaptive Control based ESO. Ref [109] combines ESO with 

adaptive sliding mode control for differential drive mobile robots under 

uncertainty conditions. Its innovation lies in the adaptive control method, which 

enhances the robustness and performance of mobile robots in uncertain 

environments. Ref [110] proposed a generalized ESO method is proposed to deal 

with systems with mismatch uncertainties, which enhances robustness and 

adaptability. Fig. 2.3-1 shows the comparison summary of the ESO 

2.3.3. Dynamic Response Improvements for High-Speed Sensor-less 

Control 

For the high speed senser-less control, it could be divided into three 
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categories: EMF based model, Flux observer based model and other observers. 

For the EMF model, [111] compares MRAS (Model Reference Adaptive 

System), EEMF(Extended Electromotive Force), and Flux-based sensor-less 

control methods for SynRM, finding MRAS suitable for low speeds due to its 

use of current error to design adaptive laws, while EEMF is recommended for 

medium and high speeds. 

Ref [112] improves control strategy using an EMF (Electromotive Force) 

and EKF (Extended Kalman Filter) to reduce observation noise. The reduced-

order EKF, based on an inverse electrical model of the motor, shows better 

performance in experiments, but motor characteristics and changing inductance 

parameters are not fully considered. Ref [113] enhances Ref [112] by integrating 

a neural magnetic model with EEMF and EKF, improving accuracy despite 

increased computational burden. Ref [114] proposes a speed-adaptive full-order 

observer with parameter adaptation laws for SynRM drives. It adapts 

inductances using a back-EMF method, with the d-axis inductance adaptation 

enabled only at medium and high speeds. 

For the Flux Observer Model based model, the rotor position can be 

computed by the inverse tangent of the flux linkage in the stationary reference 

frame. The accuracy of the DFO (Direct Flux Observer) method is less precise 

than EEMF, but the PLL (Phase-locked Loop) offers high precision, reliability, 

and low computational burden. Ref [115] introduces a novel flux observer with 

a fictitious flux variable, achieving global stability and stable estimation under 

various conditions through simulation, though not yet experimentally verified. 
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Ref [116] proposes a hybrid observer considering magnetic nonlinearity. It 

identifies regions of instability for various schemes and suggests six improved 

flux observers. 

Research on Sensor-less 

Control

EMF-Based Models Other Observer Models
Flux Observer-Based 

Models

Characteristics: 

Based on EMF estimation, 

suitable for various speed 

ranges.  EEMF is 

recommended for medium 

and high speeds.

Characteristics: 

Utilizes the inverse tangent 

of flux linkage in the 

stationary reference frame to 

compute rotor position. 

Offers reliability and low 

computational burden.

Characteristics: 

Involves various adaptive 

and MRAS-based 

techniques, focusing on 

reducing signal processing 

complexity and improving 

robustness and accuracy.

Outcomes: 

Ref [109-112]: Recent 

advances integrate EMF 

estimation with Kalman 

filtering to reduce noise and 

improve observation 

accuracy. Adaptive full-

order observers now adjust 

inductance parameters 

dynamically, enhancing 

performance at medium and 

high speeds.

Outcomes: 

Ref [113-114]: A novel flux 

observer using a fictitious 

flux variable has been 

developed for global 

stability and reliable 

estimation. Hybrid observers 

addressing magnetic 

nonlinearity have also been 

proposed, improving 

robustness and precision in 

various conditions.

Outcomes: 

Ref [115-117]: MRAS-based 

techniques have simplified 

sensor-less operation by 

reducing dependence on 

stator resistance and signal 

processing. Adaptive 

observers now estimate 

multiple parameters with 

improved performance from 

standstill to high speeds.

 

Fig. 2.3-2 Research summary on sensor-less control 

For other observer models, [117] presents a MRAS-based speed estimation 

technique for vector-controlled SynRM, demonstrating successful sensor-less 

operation independent of stator resistance with less signal processing and 

hardware intensity compared to EEMF and flux observer models. Ref [118] 

details an adaptive observer designed to estimate rotor position, speed, core loss, 

and inductance parameters. This observer integrates a modified PWM switching 

scheme, current derivative measurement, and EKF design. This approach, 

specifically tailored for SynRM, demonstrates robust performance from 
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standstill to high speeds; however, additional reliability validation is required. 

Ref [119] proposes an adaptive sensor-less position control system for SynRM 

using a dual current slope estimating technique. The method is suitable for low-

cost situations and improves transient response and load disturbance rejection. 

However, the differential links used to calculate the current slope introduce noise, 

potentially causing system instability and torque ripples. Fig. 2.3-2 shows the 

Research summary on sensor-less control. 

The literature on dynamic response improvement for SynRM and PMa-

SynRM includes high-performance control techniques such as ABS, MPC, and 

RFSFNN, which enhance transient response and reduce magnetic saturation 

effects. While these methods improve control precision, they often introduce 

complexity and computational challenges. In parallel, Extended State Observer 

(ESO)-based strategies are explored for disturbance rejection, categorized into 

mixed ESO, sliding mode ESO, and nonlinear ESO, effectively enhancing 

robustness and system stability. Together, these approaches contribute to 

improved dynamic response and reliable control in varying load conditions. 
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Chapter 3 An Improved PMa-SynRM Modelling Method 

To achieve high-performance control for Permanent Magnet assisted 

Synchronous Reluctance Machines (PMa-SynRM), it is crucial to develop an 

accurate and robust model that captures the machine's complex flux 

characteristics, including inductance variation, magnetic saturation, and cross-

saturation. This chapter presents the modeling approach for PMa-SynRM, 

focusing on establishing a comprehensive mathematical representation that 

reflects these flux behaviors under varying operating conditions. Furthermore, a 

novel control strategy based on Maximum Torque per Ampere (MTPA) 

optimization is proposed to enhance steady-state efficiency and torque output. 

The modeling framework and control strategy presented in this chapter serve as 

the foundation for achieving precise current regulation and improved anti-

disturbance capability in PMa-SynRM applications. 

3.1 Flux Modelling Considering Inductance Variation and Saturation 

The modelling of the SynRM could be obtained as Eq.n 3.1-1 and Eq.n 3.1-

2 [120]. 

𝜓d(𝑖d, 𝑖q) = 𝐴dtan
−1 (𝐵d𝑖d) + 𝐶d𝑖d +

𝐷dq𝑖d

𝑖d
2+𝐾d

ln (1 +
𝑖q
2

𝐾q
)   Eq.n 3.1-1 

𝜓q(𝑖d, 𝑖q) = 𝐴qtan
−1 (𝐵q𝑖q) + 𝐶q𝑖q +

𝐷𝑑𝑞𝑖𝑞

𝑖q
2+𝐾q

ln (1 +
𝑖d
2

𝐾d
)   Eq.n 3.1-2 

where Kd and Kq are positive coefficients and Ddq is negative. Kd and Kq represent 

the cross saturation according to the d-and q-axis current magnitudes, and Ddq 

represents the cross-saturation. It is possible to calculate the dynamic inductance 

corresponding to the current operating point using the proposed flux saturation 

model. The dynamic inductance matrix is expressed as Eq.n 3.1-3. 



 

48 

𝐿dyn(𝑖d, 𝑖q) = [
𝐿d, dyn (𝑖d, 𝑖q) 𝐿dq,dyn(𝑖d, 𝑖q)

𝐿dq,dyn(𝑖d, 𝑖q) 𝐿q,dyn(𝑖d, 𝑖q)
]

= [
∂𝜓d(𝑖d, 𝑖q)/ ∂𝑖d ∂𝜓d(𝑖d, 𝑖q)/ ∂𝑖q

∂𝜓q(𝑖d, 𝑖q)/ ∂𝑖d ∂𝜓q(𝑖d, 𝑖q)/ ∂𝑖q
]

 Eq.n 3.1-3 

For Eq.n 3.1-2, the elements of Eq.n 3.1-3 are expressed as Eq.n 3.1-4 and 

Eq.n 3.1-5: 

∂𝜓d(𝑖d, 𝑖q)

∂𝑖d

=
𝐴d𝐵d

1 + (𝐵d𝑖d)2
+ 𝐶d − 𝐷dq

𝑖d
2 − 𝐾d

(𝑖q
2 + 𝐾d)

2 ln (1 +
𝑖q
2

𝐾q
)

 Eq.n 3.1-4 

∂𝜓q(𝑖d, 𝑖q)

∂𝑖q

=
𝐴q𝐵q

1 + (𝐵q𝑖q)
2 + 𝐶q − 𝐷dq

𝑖q
2 − 𝐾q

(𝑖q
2 + 𝐾q)

2 ln (1 +
𝑖d
2

𝐾d
)

 Eq.n 3.1-5 

According to Eq.n 3.1-4 and Eq.n 3.1-5, Eq.n 3.1-6 could be obtained. 

∂𝜓d(𝑖d, 𝑖q)

∂𝑖q
=
∂𝜓q(𝑖d, 𝑖q)

∂𝑖d
= 2𝐷dq

𝑖d

𝑖d
2 + 𝐾d

𝑖q

𝑖q
2 + 𝐾q

 Eq.n 3.1-6 

Equation 3.1-6 demonstrates that Equation 3.1-1 and Equation 3.1-2 satisfy 

the reciprocity condition, resulting in Equation 3.1-3 being a symmetric matrix. 

Therefore, the model proposed in Equation 3.1-1 and Equation 3.1-2 is adopted. 

According to the proposed modelling method, the FEA data are shown in 

Fig. 1.3-3. In model Eq.n 3.1-1 to Eq.n 3.1-6, the permanent magnet part is not 

considered. To solve the problem, a supplementary model for permanent 

considering the cross inductance are designed as follows. 

Three sets of 31×31 flux linkage data are obtained from the FEA software 

as Fig. 1.3-3(c). To solve the mentioned problem, the permanent magnet flux 

needs to be further learned and modelled.  

As shown in Fig. 1.3-3(c), the permanent magnet flux will be influenced by 
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the d-axis current because of the cross saturation. Meanwhile, the q-axis current 

has little influence on the magnet flux. So, the magnet flux linkage could be fitted 

as a polynomial and the accuracy will be more accurate with the increasing of 

the order. However, the calculation will be more complicated. The Taylor series 

expansion is often used to approximate smooth, continuous functions. To 

balance the calculation time and accuracy, the magnet flux could be expressed 

as Eq.n 3.1-7. 

�̂�pm = 𝑝0 + 𝑝1𝑖d+𝑝2id
2+𝑝3id

3+𝑝4id
4 Eq.n 3.1-7 

where, �̂�pm is the estimated permanent magnet flux, p0, p1, p2, p3, and p4 are 

the polynomial coefficients. 

3.2 Flux Data Observation Considering Self and Cross Saturation Through 

Online Identification 

Start

Set Injection Voltage Vd 

and Vq

Cross Saturation Flux 

Detection

Analyze data to get 

permanent magnet flux

Obtain the d-axis cross-

saturation flux

Obtain the q-axis cross-

saturation flux

Set Vd and Vq separately to get 

self saturation flux 

End

 

Fig. 3.2-1 Flux estimation diagram 
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This part aims to provide a method to estimate the flux data in different 

conditions to further estimate the parameters of the model, in which the magnetic 

saturation flux and cross saturation flux could be obtained. Then diagram of the 

estimated method is shown in Fig. 3.2-1. 

3.2.1. Identification for Magnetic Saturation Flux 

In real applications, 31×31 flux linkage data is not always acceptable. To 

address this issue, an online flux linkage estimation method is proposed to get 

the permanent magnet flux linkage. 

The hysteresis voltage injection technique is used to estimate parameters at 

standstill. The hysteresis voltage injection method determines the voltage 

reference according to the current to pulsate the current within the set current 

range. The current and flux obtained during the hysteresis voltage injection 

process are used to estimate the parameters of the proposed magnetic saturation 

model. Voltage is injected considering the voltage drop of the stator resistance. 

Therefore, the voltage reference is expressed as Eq.n 3.1-8: 

𝑢ref (𝑘) = {

𝑢inj + 𝑅s𝑖(𝑘) if 𝑖(𝑘) < −𝐼max
−𝑢inj + 𝑅s𝑖(𝑘) if 𝑖(𝑘) > 𝐼max
𝑢ref(𝑘 − 1) otherwise 

 Eq.n 3.1-8 

where uinj is the magnitude of the voltage that creates the stator flux, Imax is the 

current limit, and k is the discrete-time index. 

Table 3.2-1 Working Condition for estimation 

Parameter Value (Unit) 

Injected Voltage 30-150 V 

Maximum Current 10 A 

The d– and q- axis fluxes are calculated as Eq.n 3.1-9 if the rotor is 

stationary: 
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𝜓d = ∫ (𝑢d, ref − 𝑅s𝑖d)d𝑡

𝜓q = ∫ (𝑢q, ref − 𝑅s𝑖q)d𝑡
 Eq.n 3.1-9 

Fig. 3.2-2 shows the self-commissioning identification process for the d-

axis flux and Fig. 3.2-3 for the q-axis flux.  

 

(a) 

 

(b) 

Fig. 3.2-2 Magnetic saturation model identification for d-axis flux; (a) volage reference and 

machine position; (b) current and calculated flux. 

 

(a) 
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(b) 

Fig. 3.2-3 Magnetic saturation model identification for q-axis flux; (a) volage reference and 

machine position; (b) current and calculated flux. 

3.2.2 Identification for Cross-Saturation Flux 

In this stage, the parameters for magnetic saturation and cross-saturation 

are estimated to ensure that the flux exhibits a linear increase or decrease. The 

sampled currents and calculated flux are used to estimate the parameters of the 

proposed saturation model.  

 

(a) 

 

(b) 
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(c) 

 

(d) 

Fig. 3.2-4 Cross-saturation model identification for d- and q-axis flux; (a) Machine position and 

d-axis voltage reference; (b) Machine position and q-axis voltage reference; (c) d-axis current 

and flux; (d) q-axis current and flux. 

The estimated cross-saturation model includes the flux resulting from the 

cross-saturation phenomenon, which is influenced by the d- and q-axis 

inductance, as well as the permanent magnet flux in the q-axis caused by the d-

axis current.  

To begin, the q-axis current was set to zero, and the q-axis flux was 

estimated to determine the permanent magnet flux. 

 Subsequently, both the d- and q-axis currents were applied simultaneously 

to estimate the cross-saturation model. 

The d-axis and q- axis voltage should be selected carefully to mitigate rotor 

movements. The magnitude of the injection voltage is limited by the DC-link 

voltage as Eq.n 3.1-10: 
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(𝑢d,inj + 𝑅s𝐼dmax@cross,  )
2
+ (𝑢q,inj + 𝑅s𝐼qmax@cross, ) <

𝑉dc
3

2

 Eq.n 3.1-10 

where Vdc is the DC-link voltage. Idmax@cross, and Iqmax@cross, are the d– and q– 

axis current limits of the identification process for cross saturation. 

Fig. 3.2-4 shows the cross-saturation model identification for d- and q-axis 

flux, in which the d- and q-axis voltage are injected simultaneously. 

3.3 Model Parameters Identification 

3.3.1. Permanent Magnet Model Parameter 

From Chapter 1.4.2, the permanent flux is a fixed value when cross 

saturation is not considered. 

 From the magnetic saturation model, the permanent magnet flux could be 

obtained when the q-axis current is set to 0. However, the cross-saturation flux 

needs to be further analyzed to obtain the permanent magnet flux model 

considering cross saturation.  

The data could be obtained when q-axis current is set to 0 in different d-

axis current. According to the detected data from the method in Chapter 3.2.2, a 

complete magnet flux data could be obtained. Then, the LSM (Least Squares 

Method) was used to determine the parameters of the permanent magnet flux 

model [120]. 

3.3.2. Magnetic saturation Model Parameter 

As discussed in Chapter 3.1, the LSM cannot be used to determine the 

parameters of the flux saturation model because it contains non-linear functions. 

So, the model needs to be transformed to a linear one first. 



 

55 

Multiplying both sides of Eq.n 3.1-1 by the d-axis current, the integral of 

both sides with respect to the d-axis current is expressed as Eq.n 3.1-11. 

∫  
𝑖d,k

𝑖d

𝜓d𝑖dd𝑖d = ∫  
𝑖d,k

id

[𝐴d𝑖dtan
−1 (𝐵d𝑖d) + 𝐶d𝑖d

2]d𝑖d. Eq.n 3.1-11 

Using the trapezoidal approximation, the left side of Eq.n 3.1-11 is 

expressed as Eq.n 3.1-12: 

{

𝑆1 = 0

𝑆k = 𝑆k−1 +
1

2
(𝜓d,k𝑖d,k + 𝜓d,k−1𝑖d,k−1)(𝑖d,k − 𝑖d,k−1)

. Eq.n 3.1-12 

where ψd,k and id,k are the kth sampled d-axis flux and current, respectively, and 

k is the index of the sampled data.  

Using the integral equation ∫ 𝑥tan−1 (𝑥)d𝑥 = {(𝑥2 + 1)tan−1 𝑥 − 𝑥}/2, the 

right side of Eq.n 3.1-11 is expressed as Eq.n 3.1-13: 

∫  
𝑖d,k

𝑖d,1

[𝐴d𝑖dtan
−1 (𝐵d𝑖d) + 𝐶d𝑖d

2]d𝑖d

=
1

2
[𝐴d (𝑖d

2 +
1

𝐵d
2) tan

−1 (𝐵d𝑖d) −
1

𝐵d
𝑖d]

𝑖𝑑,1

𝑖𝑑,𝑘 . Eq.n 3.1-13 

Therefore, Eq.n 3.1-12 is expressed as a polynomial as Eq.n 3.1-14: 

𝑆𝑘 =
1

2
{(𝑖d,k

2 𝜓d,k − 𝐶did,k
3 ) − (𝑖d,1

2 𝜓d,1 − 𝐶d𝑖d,1
3 )}

+
1

2𝐵d
2 {(𝜓d,k − 𝐶d𝑖d,k) − (𝜓d,1 − 𝐶d𝑖d,1)}

−
1

2𝐵d
(𝑖d,k − 𝑖d,1) +

𝐶d
3
(𝑖d,k
3 − 𝑖d,1

3 ).

 Eq.n 3.1-14 

And Eq.n 3.1-14 is expressed as Eq.n 3.1-15: 

𝑆𝑘 =
1

2
(𝑖d,k
2 𝜓d, − 𝑖d,1

2 𝜓d,1)

+𝛼(𝑖d,k
3 − 𝑖d,1

3 ) + 𝛾(𝑖d,k − 𝑖d,1) + 𝛽(𝜓d,k − 𝜓d,1)
 Eq.n 3.1-15 

where 𝛼 = −
𝐶d

6
 , 𝛽 =

1

2𝐵d
2 , 𝛾 = −

𝐶𝑑

2𝐵d
2 −

1

2𝐵d
 . By applying LSM to Eq.n 

3.1-15, α, β, and γ are estimated [120], In the observation process, 𝛾  was 

transformed to the expression of 𝛼  and 𝛽  to get a better precise. After 
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obtaining the parameters of Bd and Cd. 𝐴𝑑tan
−1 (𝐵𝑑𝑖𝑑) = 𝜓𝑑(𝑖𝑑) − 𝐶𝑑𝑖𝑑 was 

used to get the parameters of Ad using LSM through the same process as before. 

In the same way, the q-axis model could be obtained. 

3.3.3. Cross Saturation Model Parameter 

Kd and Kq can adequately represent cross saturation for d– and q- axis 

current. Because the cross saturation of the test motor appears similarly 

depending on the current of the orthogonal axis, Kd and Kq were set using the 

current range set in the self-identification process for cross saturation. Kd and Kq 

were selected as Eq.n 3.1-16: 

𝐾d = (𝑖d,max@cross)
2
, 𝐾q = (𝑖q,max@cross)

2
 Eq.n 3.1-16 

After selecting Kd and Kq, Ddq is estimated using LSM. Eq.n 3.1-11 is 

rearranged as Eq.n 3.1-17: 

𝜓d(𝑖d, 𝑖q) − 𝐴d tan
−1(𝐵d𝑖d) − 𝐶d𝑖d

= 𝐷dq
𝑖d

𝑖d
2 + 𝐾d

ln (1 +
𝑖q
2

𝐾q
) 

Eq.n 3.1-17 

𝜓q(𝑖d, 𝑖q) − 𝐴q tan
−1(𝐵q𝑖q) − 𝐶q𝑖q − �̂�pm

= 𝐷dq
𝑖d

𝑖d
2 + 𝐾d

ln (1 +
𝑖q
2

𝐾q
) 

Eq.n 3.1-18 

Applying the LSM, the parameters could be obtained. 

3.4 Model Validation with FEA Data 

Through the analysis in Chapter 3.3, the parameters of the proposed model 

could be obtained.  
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(a)                                    (b) 

Fig. 3.4-1 d- axis flux with the proposed modelling method; (a) FEA data and proposed model; 

(b) error of the proposed modelling method and FEA data. 

 
(a)                                      (b) 

Fig. 3.4-2 q- axis flux with the proposed modelling method; (a) FEA data and proposed model; 

(b) error of the proposed modelling method and FEA data. 

   
(a)                                      (b) 

Fig. 3.4-3 Permanent magnet flux with the proposed modelling method; (a) FEA data and 

proposed model; (b) error of the proposed modelling method and FEA data. 
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From Fig. 3.4-3, the average errors are 1.2% for the magnate flux which is 

smaller than the variation of the magnate flux and is satisfied to describe the 

variation of magnate flux in the changing of working condition. 

3.5 Experimental Verification 

3.5.1. Experimental Platform 

Throughout the entire system, the control part and the drive part were 

integrated onto a single circuit board based on the STM32-F303 platform. 

Experimental tests were carried out in this thesis to verify the feasibility of 

the algorithm. Fig. 3.5-1 illustrates the main experimental platform, which 

mainly consists of the Sugawara test bench for loading and unloading, and the 

YAKOGAWA power analyzer is used for the three-phase voltage and current 

data acquisition. Simultaneously, oscilloscopes were used to real time measure 

voltages and currents. For the converter part of the board, AC power was used. 

STM32F303 micro-controller was used to achieve the proposed algorithm, and 

the power module using IGBT with 15A as peak current. 

Oscilloscope

AC Power

Power 

Analyzer DC

Power 

PC

Multimet

er

Controller

Sugawara 

Test 

Bench

PMa-

SynRM

 

Fig. 3.5-1 Hardware platform for the PMa-SynRM 

3.5.2. Machine Parameters  
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In the experiments, a two poles PMa-SynRM was selected to verify the 

effectiveness of the proposed modelling method. The main parameters are shown 

in Table 3.5-1 

Table 3.5-1 PMa-SynRM Parameters 

Symbol Definition Values with unit 

n rated speed 2,700 rpm 

Te rated torque 1.9 Nm 

iab, ibc, ica rated current (RMS) 3.265 A  

ua, ub, uc rated voltage (RMS) 110.0 V  

p pole pairs 2 

R winding resistance 1.028,4 Ohm  

φ rotor flux linkage 0.084,83 Wb 

Ecoef electromotive force coefficient (RMS) 0.02176 V/rpm 

J rotation inertia 3.296×10-4 kg.m2 

3.5.3. Model Parameter Calculation and Error Analysis 

As discussed in Chapter 3.2, the magnetic saturation flux model and the 

cross-saturation model need to be identified separately. Firstly, the flux data 

could be obtained using the platform discussed in Chapter 3.5.1 and the flux 

detection process is shown in Fig. 3.1-1. Therefore, the flux data of the machine 

could be obtained. Once the flux data is obtained, the parameter of the model 

could be decided using the proposed LSM. 

  
(a)                                    (b) 
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Fig. 3.5-2 d- axis flux with the proposed modelling method; (a) Experiments data and proposed 

model; (b) error of the proposed modelling method and experiments data. 

 
(a)                                (b) 

Fig. 3.5-3 q- axis flux with the proposed modelling method; (a) Experiments data and proposed 

model; (b) error of the proposed modelling method and experiments data. 

From Chapter 3.2 and Chapter 3.3, the flux in d- and q-axis flux could be 

identified without considering the cross-saturation effects and the magnetic 

saturation model could be identified. Fig. 3.5-2, Fig. 3.5-3 and Fig. 3.5-4 shows 

the d-axis, q-axis and permanent flux model and errors compared to the tested 

data. According to the comparison analysis between the tested data and proposed 

model, the average error is within 5%, which is acceptable for machine control. 

   
(a)                                     (b) 

Fig. 3.5-4 Permanent magnet flux with the proposed modelling method; (a) Experiments data 

and proposed model; (b) error of the proposed modelling method and experiments data. 

3.6 Chapter Summary 
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In this chapter, the modeling of the PMa-SynRM is discussed with a focus 

on flux characteristics considering inductance variation and saturation. The 

chapter introduces equations for flux modeling, accounting for variations in 

inductance and the effects of saturation. Specifically, flux linkage in the d- and 

q-axes is modeled using nonlinear expressions that incorporate parameters such 

as Kd, Kq, and Ddq. These parameters represent cross-saturation effects between 

the d- and q-axis currents. 

Dynamic inductance matrices are derived from the proposed flux saturation 

models, resulting in a symmetric matrix satisfying the reciprocity condition. The 

proposed flux saturation model's accuracy is compared with FEA data and 

Experiments, showing acceptable error margins. 

The cross-saturation model parameters are identified by considering the 

flux changes due to the d- and q-axis currents. The chapter describes the process 

of estimating the permanent magnet flux and magnetic saturation model 

parameters using LSM and transforming nonlinear models into linear ones for 

easier estimation. 

The accuracy of the proposed model is validated against FEA data, showing 

that the average error for magnet flux is within an acceptable range. The chapter 

also outlines an experimental verification process, detailing the setup and 

parameters of the experimental platform, including a two-pole PMa-SynRM and 

various equipment used for data acquisition and analysis.  



 

62 

Chapter 4 Advanced MTPA Control Methods for Steady-State Performance 

Improvement 

To achieve optimal performance and improved efficiency in PMa-SynRM, 

advanced control strategies are essential. Chapter 4 focuses on the development 

and implementation of high-performance control techniques designed to address 

the inherent nonlinearities and flux characteristics of PMa-SynRM. This chapter 

introduces an enhanced MTPA control strategy that reduces parameter 

dependency and improves current tracking accuracy. Additionally, observer-

based feedback mechanisms are proposed to enhance the anti-disturbance 

capabilities and dynamic response of the system. The methods presented in this 

chapter aim to achieve precise current regulation, minimize MTPA angle error, 

and effectively handle external disturbances during operation, thus contributing 

to the overall efficiency and stability of PMa-SynRM drive systems. 

4.1 Online MTPA Angle Detection Based Pseudorandom Signal Injection 

for Improved Dynamic Response 

4.1.1. Description of Injection Method  

In the realm of MTPA control for electric machines, accurately determining 

the MTPA angle is crucial for optimizing performance. One innovative approach 

to achieve this is through online MTPA angle detection using pseudorandom 

signal injection. This method offers significant improvements in dynamic 

response and operational efficiency. The core idea behind this technique is to 

inject a pseudorandom signal into the current or voltage of the electric machine. 

Pseudorandom signals, characterized by their noise-like appearance but 
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deterministic nature, are used to perturb the system slightly. These perturbations 

are small enough to avoid disrupting normal operation but sufficient to elicit 

measurable responses from the machine. 

The process begins with the generation of a pseudorandom sequence, 

typically using a LFSR (linear feedback shift register) or similar algorithm, 

which ensures a well-defined and repeatable sequence. This sequence is then 

injected into the machine's control loop. The resulting response of the machine—

changes in current, voltage, or other relevant parameters—is monitored and 

analyzed. 

By applying advanced signal processing techniques, such as correlation 

analysis, the injected pseudorandom signal can be distinguished from other noise 

and disturbances. This analysis helps in accurately identifying the machine's 

response to the injected signal. The key advantage here is the ability to 

continuously monitor and adjust the MTPA angle in real-time, leading to an 

optimized torque production per unit of current. 

One of the significant benefits of this method is its improved dynamic 

response. Traditional MTPA angle detection methods often rely on steady-state 

conditions or extensive lookup tables, which can be slow to adapt to changing 

operating conditions. In contrast, the pseudo-random signal injection method can 

quickly respond to dynamic changes, ensuring that the MTPA angle is always 

optimal without pre-set of any machine parameters. 

Additionally, this method enhances the robustness of the control system. 

The pseudo-random nature of the injected signal makes it less susceptible to 
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regular disturbances and noise, improving the reliability of the angle detection 

process. 

4.1.2. Evaluation of ∂Te/∂θ 

The variation of resistance caused by temperature changes and cross 

saturation was also considered and used to model the PMa-SynRM [121-123]. 

{
  
 

  
 𝑢d = (𝑅s + ∆𝑅𝑠)𝑖d +

d(𝐿d𝑖d + 𝐿dq𝑖q)

d𝑡
−𝜔e(𝐿q𝑖q + 𝐿qd𝑖d + 𝜓pm)

𝑢q = (𝑅s + ∆𝑅𝑠)𝑖q +
d(𝐿q𝑖q + 𝐿qd𝑖d +𝜓pm)

d𝑡
+𝜔e(𝐿d𝑖d + 𝐿dq𝑖q)

            Eq.n 4.1-1 

where, ud and uq is the voltage of d- and q-axis, respectively; Rs is the stator 

resistance in 25 ℃; ∆𝑅𝑠  is the resistance variation caused by temperature 

changes; id and iq is the d- and q-axis current, respectively; 𝐿d and 𝐿q is the d- 

and q-axis inductance, respectively; ωe is the electrical speed of the PMa-SynRM, 

𝐿qd=𝐿qd is cross saturation inductance for q- and d-axis, 𝜓pm is the permanent 

magnet flux. 

Due to the inherent challenges in calculating or measuring torque accurately 

in industrial applications, the MTPA tracking method presented in this thesis 

employs a novel approach based on signal injection to evaluate ∂Te/∂θ, the 

proposed method involves injecting a high-frequency, small signal into the 

system to facilitate the estimation process. So, the current angle θ with the 

injected signal could be obtained as Eq.n 4.1-2. 

𝜃 = 𝜃avg + 𝜃h = 𝜃avg + 𝐴magsin(𝑓h × 2𝜋𝑡) Eq.n 4.1-2 

where θ is the calculated current angle in the control process, θavg is the current 

angle in fundamental frequency, and 𝜃h is the injected current angle; 𝐴mag is 
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the magnitude of the injected signal; 𝑓ℎ is the frequency of the injected signal; 

t represents time unit. Eq.n 4.1-3 and Eq.n 4.1-4 could be obtained according to 

Eq.n 1.3-5. 

𝑖d = 𝑖scos(𝜃avg + 𝐴magsin𝜔h𝑡)

≈ 𝑖scos𝜃avg − 𝑖s𝐴magsin𝜃avgsin𝜔h𝑡

= 𝑖db + 𝑖di

 

Eq.n 4.1-3 

𝑖q = 𝑖ssin(𝜃avg + 𝐴magsin𝜔h𝑡)

≈ 𝑖ssin𝜃avg + 𝑖s𝐴magcos𝜃avgsin𝜔h𝑡

= 𝑖qb + 𝑖qi

 

Eq.n 4.1-4 

In control systems, the injected current angle will influence the d- and q-

axis current, which may further cause speed loop oscillation and torque 

fluctuation. To minimize the further impact on the speed control loop, or to 

reduce any additional influence on the speed control loop, the injected current 

angle frequency as shown in Eq.n 4.1-3 and Eq.n 4.1-4 is selected as 400 Hz 

which means the d- and q-axis contains a 400 Hz harmonic. As for the torque 

fluctuation, the variation could be neglected using the Taylor series expansion 

[72]. Since the torque features a linear relationship with the output mechanical 

power at a fixed speed. The torque concerning the current angle could be 

analyzed through the calculated copper loss power, reactive power, and 

mechanical power as shown in Eq.n 4.1-5 - Eq.n 4.1-8. 

𝑃e = 𝑃copper + 𝑃reactive + 𝑃mech 

=
3

2
[𝑅s(𝑖d

2 + 𝑖q
2) + ∆𝑅s(𝑖d

2 + 𝑖q
2) + 𝐿d

d𝑖d
𝑑𝑡
𝑖d

+𝐿q
d𝑖q

d𝑡
𝑖q + 𝐿qd

d𝑖q

d𝑡
𝑖d + 𝐿dq

d𝑖d
d𝑡
𝑖q +

d𝜓pm

d𝑡
𝑖q

+𝜔m𝜓pm𝑖d + 𝜔m(𝐿𝑑 − 𝐿𝑞)𝑖d𝑖q + 𝐿dq𝑖𝑞
2 − 𝐿qd𝑖𝑑

2]

 Eq.n 4.1-5 

𝑃copper = (𝑅s + ∆𝑅s)𝑖s
2 = 𝑅s𝑖s

2 + ∆𝑅s𝑖s
2 Eq.n 4.1-6 
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𝑃reactive =
3

2
((𝐿qdcos

2𝜃avg − 𝐿dqsin
2𝜃avg)

−
1

2
(𝐿d − 𝐿q)sin2𝜃avg)𝑖𝑠

2𝐴mag𝜔hcos𝜔h𝑡

+
3

4
(𝐿dsin

2𝜃avg + 𝐿qcos
2𝜃avg +

1

2
(𝐿dq − 𝐿qd)sin2𝜃avg)

× 𝑖s
2𝐴mag

2 𝜔hsin2𝜔h𝑡

 Eq.n 4.1-7 

𝑃mech ≈
3

2
𝜔m[

1

2
(𝐿d − 𝐿q)𝑖s

2sin2𝜃avg −

𝜓𝑝𝑚𝑖scos𝜃avg + 𝐿dq𝑖s
2sin2𝜃avg]

−𝐿qd𝑖s
2cos2𝜃avg +

3

2
[𝜓𝑝𝑚sin𝜃avg + (𝐿d − 𝐿q)]

𝑖𝑆cos2𝜃avg × 𝑖s𝜔m𝐴magsin𝜔h𝑡

+
3

8
𝜔m(𝐿d − 𝐿q)𝑖s

2𝐴mag
2 sin2𝜃avgcos2𝜔h𝑡

+
3

4
(𝐿dqcos

2𝜃avg − 𝐿qdsin
2𝜃avg)𝜔m𝑖s

2𝐴mag
2

−
3

4
(𝐿dqcos

2𝜃avg − 𝐿qdsin
2𝜃avg)𝜔m𝑖s

2𝐴mag
2 cos2𝜔h𝑡

+
3

2
(𝐿dq + 𝐿qd)𝜔m𝑖s

2sin2𝜃avg𝐴magsin𝜔h𝑡

 Eq.n 4.1-8 

4.1.3. MTPA Tracking Based Fixed Frequency  

To further evaluate and extract the mechanical power, to get the MTPA 

working point, the following filters described in Fig. 4.1-1 were used to get the 

calculated output power Po which used to do the MTPA control from the 

calculated input power Pe. 

Pe

BPF
PBPF

t
h

ω
si

n

Ph
LPF

Po

×

 

Fig. 4.1-1 Signal processing to get the MTPA criterion 

From the proposed control structure in Fig. 4.1-1, the calculated output 

power Po, which proved to have a linear relationship with the derivation of the 

output torque to the current angle θ, could be extracted.  
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From the first bandpass filter, the copper loss part could be eliminated 

because no high-frequency signal is contained in this part which is denoted as 

PBPF.  

Although the resistance varies with the temperature, it could be regarded as 

a constant value in the electrical power sampling process because it is a slowly 

varying component.  

After the bandpass filter, the signal was then plus sin(𝜔ℎt) to eliminate the 

orthogonal component which is denoted as Ph. After that, a low-pass filter was 

used to extract the low-frequency part and the calculated output Po, which could 

be expressed in Eq.n 4.1-9. 

𝑃o =
1

2
𝐴mag𝜔m𝑖𝑠[−𝜓pm sin+(𝐿d − 𝐿q)𝑖𝑠 cos 2𝜃

+ (𝐿dq + 𝐿qd)𝑖ssin2𝜃] 

Eq.n 4.1-9 

According to Eq.n 4.1-9, Eq.n 4.1-10 could be obtained. 

∂𝑇e
∂𝜃

=
3

2
𝑝𝑖s[−𝜓pmsin𝜃 + (𝐿d − 𝐿q)𝑖scos2𝜃 + (𝐿dq

+ 𝐿qd)𝑖ssin2𝜃] 
Eq.n 4.1-10 

In Eq.n 4.1-10, the derivation term respect to magnet flux, d- and q-axis 

flux were not considered. The 𝑃𝑜 could be expressed as Eq.n 4.1-11 if this part 

were considered. 

∂𝑇𝑒
∂𝜃

=
3𝑝

2
𝑖𝑠[−𝜓pmsin𝜃 + (𝐿d − 𝐿q)𝑖scos2𝜃

+(𝐿dq + 𝐿qd)𝑖ssin2𝜃

+(
∂𝐿d
∂𝜃

−
∂𝐿q

∂𝜃
) 𝑖𝑠

1

2
sin 2𝜃 −

𝜕𝜓𝑝𝑚(𝜃avg)

𝜕𝜃
cos𝜃

−
∂𝐿dq

2 ∂𝜃
𝑖𝑠cos2𝜃 −

∂𝐿qd

2 ∂𝜃
𝑖𝑠cos2𝜃]

 Eq.n 4.1-11 

The extracted Po features a linear relationship with the derivation to torque, 
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which means the MTPA question could be simplified to control Po and makes it 

equal to 0 to satisfy the MTPA working point requirements. 

During the signal processing to identify the MTPA trajectory, potential 

current sampling errors, such as DC offset and random noise, are considered. 

The DC offset, which represents a constant deviation in the current measurement, 

is effectively eliminated through high-pass or band-pass filtering during the 

signal processing stage. Since the offset is a constant component, it does not 

affect the dynamic response of the MTPA detection mechanism. Moreover, 

random noise introduced during current sampling is suppressed by the 

integration process within the control loop. The integral operation naturally 

attenuates high-frequency noise, smoothing the current signal and preventing 

fluctuations from affecting the MTPA path tracking. Consequently, even if 

current sampling errors exist, the overall stability and accuracy of the MTPA 

control are not compromised. 

To weaken the influence of the injected current, a high frequency 

supplementary current loop is needed to have a better performance [72]. 

According to the analysis of the CFSI (Constant Frequency Signal Injection) 

method, it solves the MTPA detection problem. However, it will bring more 

harmoniousness to the current, which needs to be further improved. In Chapter 

4.1.4, the PRFSI method was proposed to improve the situation. 

4.1.4. Utilization of PRFSI Control 

As discussed in Chapter 2.2.1, the CFSI control strategy will bring a 

harmonic spike in the current, which leads to more harmonic distortion and 
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further deteriorates the control performance. In this part, an improved PRFSI 

method will be introduced and discussed. 

A. Utilization of PRFSI Control 

R < P

Generate the low 

frequency signal f1

Y

N

Generate the low 

frequency signal f2

Start

End

Generate a random 

number R from 0~1 

Select the possibility P 

of the low frequency 

 

Fig. 4.1-2 PRFSI method signal generation diagram 
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Fig. 4.1-3 Overall control diagram of PRFSI 

Fig. 4.1-3. shows the improved control structure of the PMa-SynRM. In the 

control system, the CFSI was improved and replaced by the PRFSI. Meanwhile, 

the band-pass filter was updated to adjust according to the injected angle signal. 

In the control diagram, Po was obtained from diagram shown in Fig. 4.1-4. 

However, the bandpass filter needs to be redesigned and improved with the 
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PRFSI control because the frequency of the injected current is no longer a 

constant value, which means the band-pass filter needs to be improved 

accordingly. The design of the band-pass filter is the same as the part of the 

frequency adaptive supplementary current controller, which will be discussed in 

a detail way in the next part. 
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Fig. 4.1-4 Configuration of high-frequency current loop and adaptive bandpass filter 

Fig. 4.1-2 shows the generation of the PRFSI, in which two frequency 

signals will be generated randomly. In the signal generation process, two kinds 

of signals were generated randomly while the generation possibility was set 

initially. The generated signal was shown in Eq.n 4.1-12 and Eq.n 4.1-13.  

𝑓1d = −𝑖s𝐴mag1sin𝜃avgsin𝜔h1𝑡

𝑓1q = 𝑖s𝐴mag1cos𝜃avgsin𝜔h1𝑡
 Eq.n 4.1-12 

𝑓2d = −𝑖s𝐴mag2sin𝜃avgsin𝜔h2𝑡

𝑓2q = 𝑖s𝐴mag2cos𝜃avgsin𝜔h2𝑡
 Eq.n 4.1-13 

where f1d, f1q, f2d and f2q are generated d- and q-axis current in high frequency; 

ωh1 and ωh2 are injected signal angular frequency and ωh1<ωh2; Amag1 and Amag2 

are the amplification factor of the injected signal. In the CFSI, Amag is generally 
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a constant value selected as 0.02~0.04 to get a satisfactory control performance. 

However, in the PRFSI, to guarantee a constant SNR (Signal Noise Ratio), the 

magnitude of different frequency needs to be adjusted according Eq.n 4.1-14. 

ωh1/ωh2 = Amag1/Amag2 = N Eq.n 4.1-14 

It is important to make sense that P does not represent the possibility of 

occurrence time for f1, due to the distinct duration of f1 and f2. The actual 

probability of f1 is described in Eq.n 4.1-15. 

𝑃𝜔h2 = 𝑃𝜔h1𝜔h1/(𝜔h1 + 𝜔h2) Eq.n 4.1-15 

In Eq.n 4.1-15, the injected signal frequency was obtained according to the 

selected possibility. However, the cut-off frequency of the band-pass filter needs 

to be adjusted accordingly. To meet the frequency varying under PRFSI that the 

required signal could be extracted, an adaptive bandpass filter is designed, and a 

high-frequency PI controller is supplemented, which is shown in Fig. 4.1-4. 

Meanwhile, the cutoff frequency of the bandpass filter needs to be adjusted 

accordingly, because the injected frequency is never a constant value under 

PRFSI working condition. To filter out the high frequency noise, the injected 

signal was extracted and compared to the given signal, the injected voltage could 

be obtained through the PI controller. The adaptive filter will judge the injected 

signal and switch the cut-off frequency to filter out the current frequency of the 

signal. 

B. Principle of Signal Frequency Selection 

The following signal frequency selection method need to be satisfied 

considering the real control system: 
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a) Considering the digital controller and the overall calculation burden, the 

switching frequency of the power elements are selected as 20 kHz. However, the 

frequency of current sampling and current loop are selected as 4 kHz for the 

calculation burden consideration. In this way, the selection of the injected current 

frequency should be an integer multiple of 4 kHz. 

b) The maximum injected frequency should be smaller than 2 kHz based on 

the assumption of a) to satisfy Shannon's law. The injected signal should be small 

enough to get a sinewave that is not distorted for the MCU calculation burden 

consideration. A higher sine wave means more points are needed to construct the 

wave in a limited time, which may cause calculation burden for the MCU. 

c) The frequency of the injected signal should be higher than the speed loop. 

Otherwise, the performance of the whole system would deteriorate. On the other 

hand, the lower frequency means that the low-pass filter needs a lower cut-off 

frequency, which will influence the dynamic response of the whole control 

system. 

d) The injected frequency is selected as 400 Hz for the CFSI control, and 

the selection of pseudorandom frequency is based on the discussion in Chapter 

4.1.5, which is selected as 280 Hz and 350 Hz. The low frequency of the 

pseudorandom method is due to the complexity of the calculation, which means 

more calculation is needed. Meanwhile, the same SNR should be satisfied, which 

Eq.n 4.1-14 should be satisfied. 

4.1.5. Analysis on PRFSI 

The FFT (Fast Fourier Transform) is not suitable for stationary random 
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signals because FFT assumes that the signal is deterministic and periodic. In 

other words, FFT assumes that the signal repeats indefinitely, which is not the 

case for random signals. However, it could be used to analyze the THD. For 

analyzing stationary random signals, other methods such as the PSD (Power 

Spectral Density) estimation using techniques like the Welch method or the 

periodontal are more appropriate [124]. In this thesis, PSD was used to analyze 

the distribution of the harmonica. In the following, the PRFSI considering 

current loop frequency will be analyzed. 

The system response with respect to PSD can be expressed as Eq.n 4.1-16 

with the injected signal. 

𝑆CF(𝑓) = 𝐾f[𝛿(𝑓 − 𝑓0) + 𝛿(𝑓 + 𝑓0)] Eq.n 4.1-16 

where δ () is the unit impulse function, accompanied by a coefficient 

denoted as Kf. The frequency of the injected signal is symbolized by 𝑓0. In this 

study, attention is exclusively given to the positive frequency aspect. From Eq.n 

4.1-16, it is obvious that a peak would emerge around the injection frequency. 

The PRFSI was put forward to improve the distribution of the harmonica. The 

PSD of the injected signal can be expressed as Eq.n 4.1-17[125,126]. 

𝑆(𝑓) =

{
  
 

  
 
1

E[𝑇]

{
 
 

 
 2Re

(
E[𝐼(𝑓)𝑒𝑗2𝜋𝑓𝑇] − E[𝐼∗(𝑓))

1 − E[𝑒𝑗2𝜋𝑓𝑇]
)

+E[|𝐼(𝑓)|2] }
 
 

 
 

E[𝑒𝑗2𝜋𝑓𝑇] ≠ 1

1

{E[𝑇]}2
{E[|𝐼(𝑓)|]}2 E[𝑒𝑗2𝜋𝑓𝑇] = 1

 Eq.n 4.1-17 

In this context, the symbol E[] is the expectation operator. The term I(f) 

refers to the FFT applied to a single cycle of the given signal. Furthermore, I∗(f) 
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is used to represent the complex conjugate of I(f), and T signifies the period of 

i0 (t-tk). 

As evident from Eq.n 4.1-17, the components of the harmonica can be 

divided into two parts. To reduce the harmonica, it is essential to eliminate the 

discrete spectrum. From Eq.n 4.1-17, when Eq.n 4.1-18 and Eq.n 4.1-19 hold, 

the discrete part could be eliminated. 

E[𝑒𝑗2𝜋𝑓𝑇] = 1 Eq.n 4.1-18 

E[|𝐼(𝑓)|] = 0 Eq.n 4.1-19 

Within the PRFSI scheme, the fundamental signals possess frequencies f1 

and f2, with corresponding periods T1 and T2, and probabilities P1 and P2, 

respectively. Consequently, Eq.n 4.1-18 can be rewritten in the form of Eq.n 4.1-

20 and Eq.n 4.1-19 could be rewritten in Eq.n 4.1-21. 

E[𝑒𝑗2𝜋𝑓p𝑇] = [𝑃1, 𝑃2] ∙ [𝑒𝑗2𝜋𝑓p𝑇1 , 𝑒𝑗2𝜋𝑓p𝑇2]
T = 1 Eq.n 4.1-20 

E[|𝐼(𝑓p)|] = [𝑃1, 𝑃2] ⋅ [|𝐼1(𝑓p))|, |𝐼2(𝑓p)|]
T
= 0 Eq.n 4.1-21 

According to P1+P2=1, and Eq.n 4.1-20, Eq.n 4.1-22 should be satisfied to 

get Eq.n 4.1-20. 

𝑒𝑗2𝜋𝑓p𝑇1 = 𝑒𝑗2𝜋𝑓p𝑇2 = 1 Eq.n 4.1-22 

To satisfy Eq.n 4.1-22, 𝑓p𝑇1 and 𝑓p𝑇2 should be integers. Considering the 

current sampling frequency fs, Eq.n 4.1-23 should be further satisfied. 

𝑓𝑠 = 𝑘𝑚2𝑓1 = 𝑚1𝑓2 Eq.n 4.1-23 

where m1, m2, and k are positive integers. 

To conclude, when Eq.n 4.1-24 was satisfied, the discrete part of the 

harmonica could be eliminated. 
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𝐼1(𝑘𝑓s) = 𝐼2(k𝑓s) = 0 Eq.n 4.1-24 

 Eq.n 4.1-25 could be obtained using FFT theory: 

𝐼1(𝜔) = 𝐹[𝑖1(𝑡)] = ∫ 𝑖1(𝑡)𝑒
−𝑗𝜔𝑡𝑑𝑡

+∞

−∞

= ∫ 𝐾i𝐾vcos(𝜔1𝑡)𝑒
−𝑗𝜔𝑡𝑑𝑡

2𝜋
𝜔1

0

= 𝑗𝐾𝑖𝐾𝑣𝜔
1 − 𝑒−𝑗2𝜋𝜔/𝜔1

𝜔2 − 𝜔1
2

 Eq.n 4.1-25 

𝐼1(𝑓) =
𝑗𝐾i𝐾v𝑓

2𝜋

1 − 𝑒−𝑗2𝜋𝑓/𝑓1

𝑓2
2 − 𝑓1

2  Eq.n 4.1-26 

Similarly, the following can be obtained: 

𝐼2(𝑓) =
𝑗𝐾𝑖𝐾𝑣𝑓

2𝜋

1 − 𝑒−𝑗2𝜋𝑓/𝑓2

𝑓1
2 − 𝑓2

2  Eq.n 4.1-27 

Since m1 > m2, two cases are discussed under the condition of kfs > 0.  

Case 1: m2=1, this means that f2 is an integer multiple of f1. From the same 

way as case 1, the harmonica content will not be reduced, and the spikes depends 

on f1. 

Case 2: m2>1, this means that f2 is not an integer multiple of f1. In this case, 

1 − e
−
j2𝜋𝑓p

𝑓1 = 1 − e−j2𝜋𝑘𝑚2 =0. Therefore, Eq.n 4.1-24 was satisfied. And the 

harmonica spikes will be reduced.  

In the selection of the pairs of frequency, case 2 should be satisfied to 

eliminate the harmonic spikes to get a continuous harmonic distribution. 

C. PSD Analysis of Non-ideal PRFSI Considering Sampling Influence 

In the actual system, the sampling frequency of the current loop should be 

considered. Eq.n 4.1-28 could be obtained for the injected signal. 

𝑓1d = −𝑖s𝐴mag1sin𝜃avgsin{𝜔h1[𝑡 − 𝑚𝑜𝑑(𝑡, 𝑇s)]} Eq.n 4.1-28 
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Eq.n 4.1-29 could be obtained for the PRFSI method. 

𝑓1d(𝑡) =∑𝑓0(𝑡 − 𝑡k)

∞

k=1

 Eq.n 4.1-29 

where, 

𝑓0d(𝑡) = ℜ[𝑓1d(𝑡), 𝑓2d(𝑡)] Eq.n 4.1-30 

𝑓1𝑑(𝑡) = {

−𝑖𝑠𝐴mag1sin𝜃avgsin{𝜔h1[𝑡 − 𝑚𝑜𝑑(𝑡, 𝑇𝑠)]},

0 < 𝑡 < 𝑇1
0, others 

 
Eq.n 4.1-31 

𝑓2𝑑(𝑡) = {

−𝑖𝑠𝐴mag1sin𝜃avgsin{𝜔h2[𝑡 − 𝑚𝑜𝑑(𝑡, 𝑇𝑠)]},

0 < 𝑡 < 𝑇1
0, others 

 
Eq.n 4.1-32 

According to Eq.n 4.1-23, the following could be get: 

𝐼2(𝑓) =
𝑗𝐾𝑖𝐾𝑣𝑓

2𝜋

1 − 𝑒−𝑗2𝜋𝑓/𝑓2

𝑓1
2 − 𝑓2

2  Eq.n 4.1-33 

𝑇1 = 𝑛1𝑇s and 𝑇2 = 𝑛2𝑇s Eq.n 4.1-34 

Then 

𝐹0(𝜔) =∑∫ −𝑖𝑠𝐴mag1sin𝜃avg
𝑛𝑇𝑠

(𝑛−1)𝑇𝑠

𝑛1

𝑛=1

× sin [2𝜋
(𝑛 − 1)𝑇s
𝑛1𝑇s

] 𝑒−𝑗𝜔𝑡d𝑡

= −𝑖𝑠𝐴mag1sin𝜃avg𝑒
−𝑗(𝑛1+1)𝑇s𝜔 (𝑒

4𝑗𝜋
𝑛1 − 1)

(𝑒𝑗𝑇s𝜔 − 1)(𝑒𝑗𝑛1𝑇s𝜔 − 1)

2[𝑒𝑗(−𝑇𝑠𝜔+2𝜋/𝑛1) − 1][𝑒𝑗(𝑇𝑠𝜔+2𝜋/𝑛1) − 1]𝜔

 Eq.n 4.1-35 

Supposing 

𝜔𝑠 = 𝑘𝜔1 = 2𝜋𝑘/(𝑛1𝑇𝑠) Eq.n 4.1-36 

where 𝑘 is a positive integer, Eq.n 4.1-37 could be obtained. 

𝐹0(𝜔k) = −𝑖𝑠𝐴mag1sin𝜃avg(𝜔s) × 

(𝑒𝑗2𝜋𝑘0/𝑛1 − 1)(𝑒𝑗2𝜋𝑘0 − 1)

[𝑒𝑗2𝜋(1−𝑘)/𝑛1 − 1][𝑒𝑗2𝜋(1+𝑘0)/𝑛1 − 1]
 

Eq.n 4.1-37 
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−𝑖s𝐴mag1sin𝜃avg(𝜔s) = 

𝑒
−
𝑗2𝜋𝑘0(𝑛1+1)

𝑛1 (𝑒
4𝑗𝜋
𝑛1 − 1) ×

−𝑖s𝐴mag1sin𝜃avg

2𝑘
 

Eq.n 4.1-38 

Because e𝑗2𝜋𝑘 − 1 = 0, furthermore, Eq.n 4.1-39 could be satisfied for the 

three sub multiples ej2πk/n1 − 1, ej2π(1−k)/n1 − 1 and ej2π(1+k)/n1 − 1.  

𝐹0(𝜔k) ≠ 0 Eq.n 4.1-39 

 Eq.n 4.1-39 is equivalent to 

𝑒𝑗2𝜋(1−𝑘)/𝑛1 − 1 = 0 or 𝑒𝑗2𝜋(1+k)/𝑛1 − 1 = 0 Eq.n 4.1-40 

that is: 

𝑘 = 𝑛1𝑘n ± 1 Eq.n 4.1-41 

Then, the following two cases can be expressed all the situations: 

Case 1: m2 = 1 and k exists: 

𝑘 = 𝑛1𝑘n ± 1 Eq.n 4.1-42 

𝑓𝑝 = 𝑘n𝑓s ± 𝑓1 Eq.n 4.1-43 

Case 2: m2 > 1 and k cannot be an integer: 

𝐼1(𝑘p𝑓12) = 𝐼2(𝑘p𝑓12) ≡ 0 Eq.n 4.1-44 

 

Fig. 4.1-5 PSD Analysis of PRFSI 

Therefore, in the real control systems, the sampling frequency needs to be 

considered and case 2 should be satisfied to eliminate the harmonic spike. In this 
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way, the harmonica in the discrete part could be reduced. 

4.1.6. Analysis and Effect of Filters 

According to Eq.n 4.1-17, Eq.n 4.1-26 and Eq.n 4.1-27, the PSD of the 

injected signal could be expressed as Eq.n 4.1-45. 

𝑆(𝑓) = (
𝐾𝑖𝐾𝑣𝑓

2𝜋
)
2

(
2(1 − cos (2𝜋𝑓/𝑓1))

(𝑓2 − 𝑓1
2)2

+
2(1 − cos (2𝜋𝑓/𝑓2))

(𝑓2 − 𝑓2
2)2

) 

Eq.n 4.1-45 

Load 

disturbance

 

Fig. 4.1-6 Po output with CFSI and PRFSI 

It could be obtained from Fig. 4.1-5 that the discrete spike of signals 

disappears, which verifies the effectiveness of the proposed PRFSI method.  

As shown in Fig. 4.1-6, the injected signal was further processed to get the 

Po, which is used to do the MTPA control. In this way, the harmonic content 

directly determines the fluctuation of the MTPA angle. Therefore, the harmonic 

contents will be researched after the filters. 

In Fig. 4.1-6, the Po output signal of PRFSI features a smaller fluctuation 

compared to the CFSI, which means that a smaller MTPA control angle will be 

detected with the proposed PRFSI method. 

In the next part, simulations and experiments will be conducted to verify 



 

79 

the feasibility of the proposed PRFSI method. 

4.1.7. Simulation Verification 

Throughout the entire system, the control part and the drive part were 

integrated onto a single circuit board based on the STM32-F303 platform. The 

parameters of the PMa-SynRM are shown in Chapter 5.3.2. 

A. Harmonic Distribution Simulations  

 

(a) 

 

(b) 

Fig. 4.1-7 Phase current and its harmonic distribution without signal injection (a) phase current 
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and its partial enlargement; (b) harmonic distribution using FFT and PSD analysis. 

 

(a)      

1000

 

(b) 

Fig. 4.1-8 Phase current and its harmonic distribution with CFSI (a) phase current and its partial 

enlargement; (b) harmonic distribution using FFT and PSD analysis. 

To research the influence caused by the signal injection method including 

the CFSI and PRFSI, the phase current and the harmonic disturbance using FFT 

and PSD were demonstrated. Fig. 4.1-7(a) shows the phase current and its partial 

enlargement, in which the current is a sine wave. From its partial enlargement 

figure, the current is approximately a straight line, in which the disturbance was 
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caused by the switching frequency of the IGBT. 

From Fig. 4.1-7(b), the Total Hamonic Distribution (THD) was 2.3%, 

which was mainly caused by the switching of the IGBT. Meanwhile, the 

distribution of harmonics is approximately uniform, in which it can be get by 

both FFT analysis and PSD analysis. With the same configurations of speed loop 

and current loop, the comparison simulation between the CFSI and PRFSI was 

further carried out compared to the no signal injection situation. 

Fig. 4.1-8(a) shows the phase current under the rated load working 

conditions, in which the current distortion could be detected.  

In the partial enlargement figure, a sine wave in the base frequency could 

be observed, but the distortion ratio is very small. This is because the injected 

current occupied only 5% percent of the current and a high frequency loop has 

existed to reduce the influence of the injected current.  

From the simulation results, the current distortion ratio is under the 

acceptable range. Compared to the simulation with signal injection, the current 

distortion ratio is increased. 
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(a) 

 

(b) 

Fig. 4.1-9 Phase current and its harmonic distribution with PRFSI (a) phase current and its partial 

enlargement; (b) harmonic distribution using FFT and PSD analysis. 

Fig. 4.1-8 (b) shows the FFT and PSD analysis results of the phase current 

with CFSI method. From the results, a peak existed around 400 Hz because of 

the signal injection, which conforms to the results of Eq.n 4.1-45. Compared to 

Fig. 4.1-5, a fixed frequency distortion around the injected signal existed, and 

the THD increased. 

Fig. 4.1-9 shows the simulation results of the PRFSI, in which (a) shows 

the current distortion and (b) shows the harmonic analysis based on the FFT and 

PSD analysis. From (a), it could be found that the phase current was distortion 

because of the PRFSI, and the injected signal is hard to differentiate because of 

the two kinds of the signal is very close, which is 280 Hz and 350 Hz according 

to the selection method discussed in Chapter 4.1.5. 

From Fig. 4.1-9 (b), it is obvious that the CFSI method features a discrete 

harmonic distribution, where the peak happens around 400 Hz. For the PRFSI, 

the peak disappears and features a continuous harmonic distribution, which is 
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consistent with the theoretical analysis. Furthermore, the THD of the two 

methods are almost same compared to the no signal injection simulations. The 

PRFSI method could eliminate the peak of the frequency distortion and transmit 

it to a continuous distribution, in which decrease the THD ratio simultaneously. 

C. Selection of Signal Injection Frequency 

In the following part, the frequency selection of the two injected frequency 

considering sampling effect and the possibility of the two frequencies will be 

analyzed. In the simulations, the sampling frequency of the current is 20 kHz. 

-47.0 dB -46.2 dB

 

(a) 

 

(b) 

Fig. 4.1-10 PSD of different pair of frequencies selection (a) PRFSI method with frequency of 

multiplier; (b) PRFSI method with frequency of non-multiplier. 

Fig. 4.1-10(a) shows the PRFSI method with frequency of multiplier and 

non-multiplier. In (a), the frequency was selected as 280 Hz and 350 Hz, which 

the frequency of the injected signal is non-multiplier of sampling frequency 20 

kHz. In (b), the pair of frequency are selected as 250 Hz and 400 Hz, which is a 

multiplier of the sampling frequency. In (a), several peaks occur and were 
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labeled in the figure. This is because the frequency selection of the injected 

signal is a multiplier of the sampling frequency causing discrete harmonic 

distribution and harmonic peak as discussed in Chapter 4.1.5 and Chapter 4.1.6. 

D. Possibilities Selection 

 

(a) 

 

(b) 

 

(c) 

Fig. 4.1-11 Possibility selection of frequency for PRFSI (a) possibility of 0.1 for 350 Hz; (b) 

possibility of 0.1 for 280 Hz; (c) possibility of 0.5 for 350 Hz and 280Hz 

The possibility of the signal selection will be discussed in this part. From 

the analysis in Chapter 4.1.5, the signal selection needs to be the non-multiplier 

of the sampling frequency. However, the possibility selection is equally 

important to have a better harmonic distribution and further improve the dynamic 
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response of the PMa-SynRMs. 

Time (s)
 

(a) 

  
Time (s)

 

(b) 

Fig. 4.1-12 Output of the LPF under the rated load (a) output based on the CFSI method; 

(b)output based on the PRFSI. 

Fig. 4.1-11 shows the PSD distribution in different possibility selection. For 

the possibility selection of 0.1 and 0.9 for 280 Hz injected signal, the peak 

existed. However, for the possibility of 0.5, the peak of the harmonic distribution 

disappears. To be more specific, the possibility of 0.5 means that the frequency 

of occurrence for 280 Hz and 350 Hz signal are equally same. In the following 

experiments, the frequency of PRFSI is selected as non-multiplier and 50% 

possibility. 
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4.1.8. Experiments Verification 

A. Noise Suppression Ability Experiments 

As discussed in Chapter 4.1.5, the PRFSI method features a continuous 

harmonic distribution compared to the CFSI method, this means that harmonic 

caused by the PRFSI method is easier to filter out compared to CFSI under the 

same cut frequency of the low pass filter described in Fig. 4.1-8 for the PMa-

SynRMs control system. Under the same low pass filter, comparison 

experiments were performed under based on the CFSI method and PRFSI 

method. Fig. 4.1-12 shows the output of the LPF (Low-pass filter) under the 

rated load, where the MTPA angle is given as a constant to test the performance 

of the LPF. 

Fig. 4.1-12 shows the output of the LPF under the rated load, from the 

comparison of (a) and (b), it could be found that the output of the LPF based on 

the PRFSI method contains less high frequency noise because of the continuous 

harmonic distribution and it is easier to filter out the high frequency noise. 

However, for the CFSI method, the harmonic noise suppression capability 

around 400 Hz is weakened than the high frequency noise for a LPF because of 

the LPF is generally selected around 50 Hz or even smaller to balance the 

dynamic response and noise immunity. And the noise suppression ability for high 

frequency noise is better than the noise around a relatively low frequency, which 

is around 400 Hz. In this way, the LPF with the PRFSI features a better 

performance compared to the CFSI method under the same cut-off frequency.  

B. Experiments of Bandpass Filter Verification 
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(a)                           (b) 

Fig. 4.1-13 High frequency current loop and tracking error of CFSI and PRFSI (a) tracking 

performance of CFSI; (b)tracking performance of PRFSI. 

In the PRFSI, a specially designed bandpass filter was used to extract the 

output power for further MTPA angle control and high frequency current control. 

In this way, the performance of the bandpass filter directly decides the 

performance of the whole control system. 

Fig. 4.1-13 shows the tracking performance of the BPF (Band-pass Filter) 

in the CFSI and adaptive BPF in the PRFSI method. Meanwhile, the error of the 

given current and the current feedback was given to do further explanation. From 

the error of the high frequency loop by using CFSI and PRFSI method, it could 

be learned that the error of the high frequency loop is in the same level. By using 

the adaptive BPF, the high frequency injected current could be tracked in a time 

manner. 

C. Dynamic Response of CFSI and PRFSI 

Rated Load Test: 

To test the performance of the CFSI and PRFSI, the same cut-frequency of 

the LPF was adopted to further verify the anti-disturbance ability, dynamic 
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response, and steady-state error of the control system. 

 

Fig. 4.1-14 Speed response of CFSI and PRFSI 

2.3

5

 

Fig. 4.1-15 Rated load current angle detection with CFSI and PRFSI 

 

Fig. 4.1-16 Stator current with CFSI and PRFSI 

Fig. 4.1-14 shows the response for the speed loop, which shows that almost 
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the same response could be obtained by adopting the two methods. Fig. 4.1-15 

shows the detected current angle with CFSI and PRFSI. From the comparison 

simulations, the PRFSI part features a higher accurate detection angle results and 

a better dynamic response. Fig. 4.1-16. shows the theory current and detected 

current in the two methods, the PRFSI features a smaller stator current, which is 

more consistent with the theory value. From the experiments, PRFSI features a 

better dynamic response with higher accuracy. 

4.2 Improved Precision Online MTPA Considering Magnet Flux Mismatch 

for Reduced Control Error 

`4.2.1. Error Analysis on the traditional method 

According to Eq.n 4.1-1, Eq.n 4.2-1 and Eq.n 4.2-2 could be obtained: 

𝜓pm − 𝐿qd𝑖d = 𝐿q𝑖q− 𝜓𝑞 = 𝐿q𝑖q +
𝑢d − 𝑅s𝑖d

𝜔e
 Eq.n 4.2-1 

(𝐿d − 𝐿q)𝑖d + 𝐿dq𝑖q = 
𝑢q − 𝑅s𝑖q

𝜔e
− 𝐿q𝑖d Eq.n 4.2-2 

 Substituting Eq.n 4.1-1, Eq.n 4.1-2 and Eq.n 1.3-5  into Eq.n 4.1-9 leads 

to Eq.n 4.2-3 

𝑇e1 =
3

2
𝑝 [(

𝑢𝑞−𝑅𝑠𝑖𝑞

𝜔e𝑖𝑑
− 𝐿𝑞) 𝑖𝑑𝑖𝑞 + (𝐿q𝑖q −

𝑢𝑑−𝑅𝑠𝑖𝑑
𝜔e

)𝑖𝑑] Eq.n 4.2-3 

The significance of Eq.n 4.2-3 is that only Lq is required for the output 

torque evaluation and calculation, which less parameters are needed compared 

to Eq.n 1.3-5. 

The Eq.n 4.2-3 analyzes the situation where small angle signals were not 

injected. However, the injected signals expressed in Eq.n 4.1-12 and Eq.n 4.1-

13 must be evaluated, in which Eq.n 4.2-4 could be obtained. 

𝑇eh =
3

2
𝑝 [(

𝑢q − 𝑅s𝑖q

𝜔e𝑖d
− 𝐿q) 𝑖dh𝑖qh + (𝐿q𝑖q +

𝑢d − 𝑅s𝑖d
𝜔e

)𝑖dh] Eq.n 4.2-4 
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To simplify the calculation process, Eq.n 4.2-3 could be simplified as Eq.n 

4.2-5. 

𝑇e1 =
3

2
𝑝 [(𝑎1 + 𝑎2𝑖d)𝑖d + (𝑏1 + 𝑏2

𝑖q

𝑖d
)𝑖d𝑖q] Eq.n 4.2-5 

where, 𝑎1 = 𝜓pm;𝑎2 = −𝐿qd; 𝑏1 = 𝐿d − 𝐿q; 𝑏2 = 𝐿dq. 

 According to Eq.n 4.2-4, Eq.n 4.2-6 could be obtained. 

𝑇eh =
3

2
𝑝 [
𝑢d − 𝑅s𝑖d

𝜔e
+ 𝐿q(𝑖q − 𝑖qh) +

𝑢q − 𝑅s𝑖q

𝜔e𝑖d
𝑖qh] 𝑖dh Eq.n 4.2-6 

 Assuming that 𝑖q ≈ 𝑖qh , 𝐿q(𝑖q − 𝑖qh)  could be ignored and Eq.n 4.2-7 

could be get: 

𝑇eh ≈
3

2
𝑝 [
𝑢d − 𝑅s𝑖d

𝜔e
+
𝑢q − 𝑅s𝑖q

𝜔e𝑖d
𝑖qh] 𝑖dh Eq.n 4.2-7 

 Simplify Eq.n 4.2-7, we get: 

𝑇eh ≈
3

2
𝑝 [−c𝑖dh + (𝑑1 + 𝑑2

𝑖q

𝑖d
)𝑖dh𝑖qh] Eq.n 4.2-8 

where, 𝑐=−(𝐿q𝑖q − 𝑎2𝑖d(𝑖qh/𝑖q) − 𝑎1), and 𝑑1 =𝐿d;𝑑2 = 𝑏2 = 𝐿dq 

In Eq.n 4.1-11, the deviation of the torque to angle is considered, while this 

part was not considered in the MTPA online detection part. 

According to Eq.n 4.2-3 and Eq.n 4.2-5, Eq.n 4.2-9 and Eq.n 4.2-10 could 

be obtained: 

𝜕𝑇e1
𝜕𝜃

=
3

2
𝑝[−𝑎𝑖ssin𝜃 + 𝑏𝑖s

2cos2𝜃] Eq.n 4.2-9 

𝜕𝑇e1
𝜕𝜃

=
3

2
𝑝[−𝜓pm𝑖ssin𝜃 + (𝐿d − 𝐿q)𝑖s

2cos2𝜃 + (𝐿dq

+ 𝐿dq)𝑖𝑠
2sin2𝜃] 

Eq.n 4.2-10 

Eq.n 4.2-9 and Eq.n 4.2-10 describes the situation that the online MTPA 

control strategy where the injected signals were not considered. However, the 

influence of the injected signal needs to be considered. Eq.n 4.2-11 and Eq.n 4.2-

12 describe the derivation of torque with respect to angle where the injected 
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angle was considered. 

𝜕𝑇eh
𝜕𝜃

=
3

2
𝑝[−𝑎1𝑖ssin𝜃 + 𝑏1𝑖s

2cos2𝜃 + (𝑏2 − 𝑎2)𝑖𝑠
2sin2𝜃

−  𝐿qdi𝑑
2 −  𝐿qdi𝑑

3/𝑖q] 

Eq.n 4.2-11 

𝜕𝑇eh
𝜕𝜃

=
3

2
𝑝[−𝜓pm𝑖ssin𝜃 + (𝐿d − 𝐿q)𝑖𝑠

2cos2𝜃 + (𝐿dq

+ 𝐿dq)𝑖𝑠
2sin2𝜃 + (𝐿dq + 𝐿dq)𝑖𝑠

2sin2𝜃 −  𝐿qdi𝑑
2

−  𝐿qdi𝑑
3/𝑖q] 

Eq.n 4.2-12 

 It is obvious that an error existed in the proposed online signal injection 

based MTPA control strategy. In the following part, this error will be analyzed 

and compensated. Eq.n 4.2-13 describes the error where the injected signal was 

not considered while Eq.n 4.2-14 depicts the situation in the real signal injection 

process. 

𝑒𝑟𝑟𝑜𝑟L =
𝜕𝑇e
𝜕𝜃

−
𝜕𝑇e1
𝜕𝜃

=
3

2
𝑝𝑖s((

∂𝐿d
∂𝜃

−
∂𝐿q

∂𝜃
) 𝑖s

1

2
sin 2𝜃 −

𝜕𝜓pm

𝜕𝜃
cos𝜃

−
∂𝐿dq

2 ∂𝜃
𝑖𝑠cos2𝜃 −

∂𝐿qd

2 ∂𝜃
𝑖𝑠cos2𝜃) 

Eq.n 4.2-13 

𝑒𝑟𝑟𝑜𝑟h =
𝜕𝑇e
𝜕𝜃

−
𝜕𝑇eh
𝜕𝜃

=
3

2
𝑝𝑖s((

∂𝐿𝑑
∂𝜃

−
∂𝐿𝑞

∂𝜃
) 𝑖s

1

2
sin 2𝜃 −

𝜕𝜓pm

𝜕𝜃
cos𝜃

−
∂𝐿dq

2 ∂𝜃
𝑖𝑠cos2𝜃 −

∂𝐿qd

2 ∂𝜃
𝑖𝑠cos2𝜃 − 𝐿q𝑖d

2

−
 𝐿qdi𝑑

3

𝑖q
) 

Eq.n 4.2-14 

4.2.2. Error Compensation Method  

From Eq.n 4.2-13 and Eq.n 4.2-14, an error existed with the proposed signal 

injection method. It is hard to calculate the error directly because it is not easy 
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to calculate the differential part and the parameters are unknown. Since ∂Teh/∂θ 

comes from Teh, it can be observed that the mechanism of the signal processing 

from Teh to To is a derivative operation, where Teh to To could be calculated in 

Fig. 4.2.1 using the relationship between power and torque. Likewise, the error 

present in equation Eq.n 4.2-14 can be derived by computing the derivative of 

an additional function relative to the electrical phase angle. Consequently, this 

thesis introduces a novel error formulation predicated on the construction of an 

underlying function associated with the error inherent in equation Eq.n 4.2-14. 

The resultant mathematical expression is presented as Eq.n 4.2-15: 

𝑇𝑒𝑟𝑟𝑜𝑟 =
3

2
𝑝[−𝜓pm𝑖d − 𝐿q𝑖d𝑖qh −  𝐿qdi𝑑

2 + 𝐿d𝑖d𝑖q +  𝐿dqi𝑞
2] Eq.n 4.2-15 

where 

−
𝜕𝜓pm

𝜕𝜃
𝑖d = −(𝜕𝜓pm𝑖d)

′
|
𝜃

 Eq.n 4.2-16 

−
∂𝐿q

∂𝜃
𝑖d𝑖q − 𝐿qid

2 −
∂𝐿qd

2
i𝑠
2 −

∂𝐿qd

2 ∂𝜃
i𝑠
2cos2𝜃 −

 𝐿qdi𝑑
3

𝑖q

= (−𝐿q𝑖d𝑖qh −  𝐿qdi𝑑
2)′|

𝜃
 

Eq.n 4.2-17 

∂𝐿d
∂𝜃

𝑖d𝑖q +
∂𝐿dq

2
i𝑠
2 −

∂𝐿dq

2 ∂𝜃
i𝑠
2cos2𝜃 = (𝐿d𝑖d𝑖q +  𝐿dqi𝑞

2)′|
𝜃

 Eq.n 4.2-18 

In Eq.n 4.2-15, a new compensation equation was proposed and used to 

compensate the error caused by the MTPA signal injection method. However, 

the information of the machine including d- and q-axis inductance and magnet 

flux need to be known to calculate this part. To solve the problem, Eq.n 4.2-19 

could be obtained according to Eq.n 4.1-1 and Eq.n 4.2-15. 

𝑇𝑒𝑟𝑟𝑜𝑟 =
3

2
𝑝[−𝜓𝑝𝑚𝑖𝑞 +

𝑢𝑞−𝑅𝑠𝑖𝑞

𝜔e
𝑖𝑞 −

𝑢𝑑−𝑅𝑠𝑖𝑑
𝜔e𝑖𝑞

−
𝜓𝑝𝑚𝑖𝑑𝑖𝑞ℎ

𝑖𝑞
] Eq.n 4.2-19 

In Eq.n 4.2-19, only resistor of the machine and magnet flux are needed to 
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get the torque error, in which resistor is easily obtained and considered to be 

temperature independent in the controlling process. As for the magnet flux, the 

variation could be observed from Fig. 1.3-4. The variation of the flux varies 

about 10% because of the cross saturation of the PMa-SynRM and it cannot be 

neglected. From Eq.n 4.2-19 , the error could be compensated if the magnet flux 

is obtained. To solve the problem, the magnet of flux will be analyzed and fitted 

in Chapter 4.2.3. 

4.2.3. Magnet Flux Modelling and Overall Control 

Fig. 4.2-1 shows the overall control diagram of the system. In the first step, 

the magnet flux of the machine was obtained from the fitted polynomial. Next, 

the error of the torque was obtained from Eq.n 4.2-19. After that, the torque was 

translated in the form of the power and this part was compensated to the MTPA 

detection part. The error was calculated and compensated to the control system 

compared to the convention control. Meanwhile, the variation of the magnate 

flux is considered and fitted to get a better control performance. 

As shown in Fig. 1.3-3, three sets of 31×31 flux linkage data are obtained 

from the FEA software. To solve the mentioned problem, the magnet flux needs 

to be further learned and modelled. As shown in Fig. 1.3-3(c), the magnet flux 

will be influenced by the d-axis current because of the cross saturation of the 

magnet. Meanwhile, the q-axis current has little influence on the magnet flux. 

So, the magnet flux linkage could be fitted as a polynomial and the accuracy will 

be more accurate with the increasing of the order. However, the calculation will 

be more complicated. To balance the calculation time and accuracy, the magnet 
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flux could be expressed as Eq.n 4.2-20. 

�̂�𝑝𝑚 = 𝑝0 + 𝑝1𝑖𝑑+𝑝2i𝑑
2+𝑝3i𝑑

3+𝑝4i𝑑
4  Eq.n 4.2-20 

In real applications, 31×31 flux linkage data is not always acceptable. To 

address this issue, only two sets of data are needed to get a satisfactory 

polynomial function for the proposed fitting method. This data could be obtained 

from the experiments using the method from Chapter 2. To get the parameters of 

the polynomial, the LSM is used Chapter 2. Meanwhile, two sets of data are used 

to get the polynomial and error analysis is carried out as shown in Fig. 4.2-2. 
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Fig. 4.2-1 Overall control diagram of error compensation method 

 

Fig. 4.2-2 Error analysis of the proposed polynomial function 



 

95 

From analysis, the average errors are 1.2% for the magnate flux which is 

smaller than the variation of the magnate flux and is satisfied to describe the 

variation of magnate flux in the changing of working condition. 

4.2.4. Experiments Verification 

Table 4.2-1 PMa-SynRM Signal Injection Parameters 

Specification Value 

Injection Signal Frequency  400 Hz 

Amplitude of Injected Current 0.05 Times Current 

Sampling Frequency 4 kHz 

LPF Cutoff Frequency 50 Hz 

BPF Cutoff Frequency 400 Hz 

The reason for selecting the BPF cutoff frequency in 400Hz is that the 

frequency should be higher than the LPF filter and the calculation ability of the 

controller should be taken into account. In this experimental part, the objective 

is to monitor the MTPA characteristics as the speed of the PMa-SynRM is 

maintained at 2700 rpm, while the command torque is incrementally adjusted 

from 0 to 1.9 Nm steps of 0.2 Nm. Fig. 4.2-3 delineates the MTPA locus obtained 

experimentally. This figure juxtaposes the tracking outcomes of the original 

signal injection method and the proposed error compensation method.  

For the generation of these curves, the data acquisition protocol stipulates 

that the PMa-SynRM, subjected to two distinct tracking methodologies, operates 

at steady-state conditions. The MTPA locus points are derived from the mean 

values of the measured currents at these operating points. A notable observation 

is the significant variance in the magnitude of currents required by the standard 

signal injection method and its compensated counterpart. A comparative analysis 

of these two tracking methodologies is presented in Table 4.2-2. The 
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optimization rate is defined as Eq.n 4.2-21 to evaluate the improvements 

performance of the proposed control strategy. 

𝑟_ =
𝑖𝑠( original) − 𝑖𝑠( proposed method)

𝐼𝑠( original )
100%. Eq.n 4.2-21 

 

Table 4.2-2 Comparation between original signal injection method and the proposed 

compensation method 

Torque 

(Nm) 

Original 

Current (A)  

Compensation 

Current (A) 

Optimization 

Rate 
 

0.2  0.7457 0.7438 0.25%  

0.4 1.3593 1.3559 0.01%  

0.6 1.8791 1.8744 0.13%  

0.8 2.3138 2.3080 0.43%  

1.0 2.7706 2.7637 0.62%  

1.2 3.1845 3.1765 0.81%  

1.4 3.5931 3.5841 1.06%  

1.6 4.0026 3.9926 1.22%  

1.8 4.4131 4.4021 1.42%  

1.9 4.6133 4.6018 1.53%  

 

Fig. 4.2-3 Performance of the proposed supplementation control strategy 

Table 4.2-2 and Fig. 4.2-3 shows the experiments results of the proposed 

supplementation control strategy compared to the original one. The improved 

efficiency in the resultant current amplitude between the original model and the 

new proposed supplementary method, as defined in Eq.n 4.2-21, is clear. The 

proposed method features a smaller current amplitude in the same working 

condition, thereby the efficacy was improved. Notably, the improvement is most 
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significant when the torques are elevated, achieving an optimization rate as high 

as 1.53%. 

In the test experiments process, the three-phase current is measured from 

both the oscilloscope and the power analyzer. Fig. 4.2-4 shows the phase current 

of the rated working condition and half-rated working condition, in which it 

could be observed that it reaches the steady state working condition and the 

magnitude of the current remains unchanged in a limited time. 

Phase A Current
Phase B Current

 

(a) 

Phase A Current
Phase B Current

 

(b) 

Fig. 4.2-4 Phase current with the proposed MTPA detection method (a) half-rated load working 

condition; (b)rated load working condition. 

The experiments show that the half-rated current and the rated current is 

around 2.3 A and 4.9A, respectively, which is consistent with theoretical 

analysis. Meanwhile, the phase angle between phase A and phase B is around 

120 degrees, which verified the feasibility of the control strategy. 
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A. Analysis on the Influence of the temperature 

To ascertain the impact of resistance fluctuations attributable to thermal 

variations, experimental investigations were conducted under two distinct 

thermal regimes: a 'cold' temperature setting, typically operational for durations 

less than one minute, and a 'hot' temperature condition, with operational spans 

exceeding fifteen minutes. The 'cold' temperature scenario typically denotes a 

lower winding temperature, approximately 25℃, representing the initial or 

ambient state of the windings. Conversely, the 'hot' temperature scenario 

corresponds to an elevated winding temperature, contingent upon the design 

parameters of the machinery. This higher temperature, usually in the vicinity of 

85℃, is observed under conditions of thermal equilibrium [127]. 

 
Fig. 4.2-5 Proposed MTPA method in cold machine condition 

 
Fig. 4.2-6 Proposed MTPA method in hot machine condition 

Fig. 4.2-5 shows the theoretical value of the MTPA and the MTPA locus 
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determined by the proposed control method in 1350 rpm and 2700rpm under the 

cold machine conditions and Fig. 4.2-6 shows the MTPA locus in hot machine 

conditions. 

In the comparative analyses presented in Fig. 4.2-5 and Fig. 4.2-6, which 

assess different operational scenarios, it is observed that the MTPA operating 

point ascertained through the proposed methodology exhibits negligible 

deviation. This minimal variation is attributed to the gradual nature of resistance 

change, allowing for its consideration as a quasi-constant within a confined 

temporal scope.  

 

(a) 

 

(b) 

Fig. 4.2-7 d- and q-axis current under the whole working condition (a) d- and q-axis feedback 

current; (b) given torque.  

These experimental outcomes substantiate the resilience of the proposed 
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method to fluctuations in resistance, underscoring its robustness in varying 

operational conditions. Meanwhile, it could be observed that the stator current 

in 1350 rpm and 2700 rpm is not perfect match in the experiments. This is mainly 

due to the following reasons: a) the designed low pass filter features different 

performance in different frequencies for the current, which leads to a different 

control sensibility for different speed; b) the iron loss is not the same in different 

speed, which was not considered in this thesis [128]. The reason for the large q-

axis ripple is due to the large variation in the inductance. 

B. Performance of the MTPA tracking 

 

(a) 

 

(b) 

Fig. 4.2-8 Step load from 0 Nm– 1.9 Nm. (a) d- and q-axis current response; (b) current control 

angle response 

Fig. 4.2-7 shows the load disturbance from 0 Nm to 1.9 Nm and 1.9Nm to 
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0 Nm with a step load every second at 2700 rpm. Fig. 4.2-7 (a) shows the 

feedback of the d- and q-axis current while Fig. 4.2-7 (b) shows the given torque. 

The proposed control strategy could be converged in a limited time. Generally, 

it depends on the speed loop and current loop, the PI controller was specially 

designed, and 0.5 s convergence time could be achieved [129]. 

In Fig. 4.2-8, the MTPA angle reaches stability within 0.5 seconds, and it 

fluctuates around 0.58 rads because the functions of the low pass filter. It should 

be noticed that the convergence process only influences the efficiency of the 

machine but not influence the stability of the machine. 

 

(a) 

 

(b) 

Fig. 4.2-9 Step speed reference variation from 1350 rpm to 2700 rpm. (a) d- and q-axis current 

feedback; (b) current angle variation  

Fig. 4.2-7 shows that the proposed MTPA tracking method tracks the MTPA 

working points well. Fig. 4.2-8 (a) shows the step load from 0 Nm to 1.9 Nm at 

2700 rpm and the feedback of the d- and q-axis current with the current control 
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angle. It could be observed that the current control angle gets to a steady state in 

a limited time. This verifies the feasibility of the proposed control strategy. Fig. 

4.2-8 (b) shows the current control angle in the step load process. With the 

increasing of the torque, the current control angle increases to meet MTPA 

requirements. 

In Fig. 4.2-8, the control system's stability is marginally affected[72], as the 

current angle predominantly impacts the steady-state d- and q-axis currents. This 

observation underscores the robustness of the proposed control strategy, capable 

of achieving stability within half a second in response to step torque variations. 

In Fig. 4.2-9, it could be found that the control angle for the no load 

condition is around 0.3 rads. This is because the current amplitude in no load 

condition is very small, which is 0 A considering no damping situation. In this 

way, the current angle has no and little influence on the theoretical analysis and 

experiments, which is consistent with theoretical analysis. 

Fig. 4.2-9(a) illustrates the transition of the speed reference from 1350 rpm 

to 2700 rpm under a half-rated load, alongside the corresponding feedback of the 

d- and q-axis. Concurrently, Fig. 4.2-9(b) depicts the evolution of the current 

control angle during this process. It is evident that the d- and q-axis current loops 

stabilize within 0.05 seconds, even though the current angle requires more than 

1 second to reach a stable condition. This implies that the currents exhibit 

minimal variation despite the fluctuating current angle throughout the process. 

Empirical evidence from these experiments confirms that both the current 

control loop and the current angle control loop achieve stability within a 
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predetermined timeframe, thereby validating the effectiveness of the proposed 

control strategy. 

The experimental setup under investigation utilizes a small power PMa-

SynRM as its controlled object. It is important to note that the applicability of 

the proposed control methodology remains consistent irrespective of the motor's 

power rating, whether high or low. In the context of larger motors, a notable 

characteristic is the increased magnitude of the stator current. The absence of 

real signal injection into the stator currents allows the proposed approach to 

precisely track the MTPA points, concurrently facilitating a reduction in the 

stator current's amplitude. 

Furthermore, the proposed method's efficacy and robustness are unaffected 

by the motor's power rating, whether low or high, particularly in the signal 

injection and error compensation stages. These stages maintain their processing 

efficiency regardless of the motor's power. Consequently, the proposed strategy 

demonstrates commendable robustness and effectiveness. Future research 

endeavors will focus on reducing the reliability of the magnet flux information 

and extending this methodology to high power motors, exploring its applicability 

and potential refinements in such contexts. 

4.3 SLC Based MTPA Online Control for Better Dynamic Performance 

4.3.1. Methodology of Proposed Online Detection 

The objective of MTPA control is to maximize 𝑇e with the current limit. 

When the inductance variation, magnetic saturation, cross-saturation effect is 

considered, additional terms will be introduced into Eq.n 4.1-1 and the steady-
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state model considering this effect can be denoted as Eq.n 4.3-1 and Eq.n 4.3-2. 

𝑢d = 𝑅𝑖d − 𝜔e(𝐿q𝑖q − 𝜓pm + 𝐿qd𝑖d + ∆𝐿q𝑖q)

𝑢q = 𝑅𝑖q + 𝜔e(𝐿d𝑖d + 𝐿dq𝑖q + ∆𝐿d𝑖d)
 Eq.n 4.3-1 

𝑇e =
3𝑝

2
 [𝜓pm𝑖d + (𝐿d − 𝐿q)𝑖d𝑖q + 𝐿dq𝑖q𝑖q − 𝐿qd𝑖d𝑖d

+ (∆𝐿d − ∆𝐿q)𝑖d𝑖q] 

Eq.n 4.3-2 

where Ldq and Lqd represent the cross-saturation inductances between the d-

axis and the q-axis; ∆𝐿d and ∆𝐿q represent the inductance variation caused by 

the d- and q-axis flux saturation. 

The first equation in Eq.n 4.3-1 multiplied by id is Eq.n 4.3-3 and the second 

one multiplied by iq is Eq.n 4.3-4. 

𝑢d𝑖d = 𝑅𝑖d
2 − 𝜔e𝑖d(𝐿q𝑖q − 𝜑PM + 𝐿qd𝑖d + ∆𝐿q𝑖q) Eq.n 4.3-3 

𝑢q𝑖q = 𝑅𝑖q
2 + 𝜔e𝑖q(𝐿d𝑖d + 𝐿dq𝑖q + ∆𝐿d𝑖d) Eq.n 4.3-4 

The sum of Eq.n 4.3-3 and Eq.n 4.3-4 is: 

𝑢d𝑖d + 𝑢q𝑖q − 𝑅(𝑖d
2 + 𝑖q

2) = 𝜔𝑒(𝑖𝑞(𝐿d𝑖d + 𝐿dq𝑖q + ∆𝐿d𝑖d) 

−𝑖𝑑(𝐿q𝑖q − 𝜑PM + 𝐿qd𝑖d + ∆𝐿q𝑖q)) 

Eq.n 4.3-5 

Substituting Eq.n 4.3-2 into Eq.n 4.3-5 , the result is 

2

3
𝜔m𝑇e = 𝑢d𝑖𝑠cos𝜃 + 𝑢q𝑖ssin𝜃 − 𝑅𝑖s

2 Eq.n 4.3-6 

where ωm is the mechanical speed and ωe = pωm. 

Based on Eq.n 4.3-6 g(θ) can be denoted as 

𝑔(𝜃) =
3

2

𝑢d𝑖𝑠cos𝜃 + 𝑢q𝑖ssin𝜃

𝜔m𝑖s
−
3𝑅

2𝜔m
 Eq.n 4.3-7 

In Eq.n 4.3-7, 1.5R/ωm is independent of θ. MTPA control is performed in 

a short period, during which the change of R is negligible. Also, motor speed is 

independent of 𝜃. Hence, maximizing g(θ) is equivalent to maximizing the first 

term on the right-hand side of Eq.n 4.3-8. Hence, MTPA is obtained by solving 
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𝑚𝑎𝑥
𝜃
 
𝑢dcos𝜃 + 𝑢qsin𝜃

𝜔𝑚𝑖s
 Eq.n 4.3-8 

In this part, capital letters U, I, and Ω are used to denote the DC values of 

the voltage, current, and speed, respectively. Eq.n 4.3-8 can be rewritten by using 

the DC values as 

𝑚𝑎𝑥
𝜃
 
𝑈dcos𝜃 + 𝑈qsin𝜃

Ωm𝐼s
 Eq.n 4.3-9 

In a PMa-SynRM drive, the voltage, current, and speed are available, and 

thus, θMTPA can be detected from Eq.n 4.3-9 by using an optimization algorithm, 

such as gradient descent algorithm. 

The reference voltages from the outputs of the PI controllers are often 

employed for machine parameter estimation. Due to inverter nonlinearity, the 

reference voltages are unequal to the actual one, but their relation can be 

modeled as: 

𝑈𝑑
∗ = 𝑈𝑑 + 𝑉𝑑, 𝑈𝑞

∗ = 𝑈𝑞 + 𝑉𝑞 Eq.n 4.3-10 

where 𝑈𝑑
∗  and 𝑈𝑞

∗  are the reference d- and q-axis voltages from the PI 

controllers and 𝑉𝑑  and 𝑉𝑞  are the voltages imposed on d- and q-axis due to 

deadtime, which are obtained by applying the Park transformation to the 

distorted voltages in the abc-frame. 𝑉𝑑 and 𝑉𝑞 are functions of V dead defined 

as Eq.n 4.3-11: 

𝑉d =
𝑉dead 

𝑁
∑  

𝑁

𝑘=1

2cos [𝜃b − int {3 (𝜃b + 𝜃 +
𝜋

6
) /𝜋} ×

𝜋

3
]

𝑉q =
𝑉dead 

𝑁
∑  

𝑁

𝑘=1

2𝑠𝑖𝑛 [𝜃b − int {3 (𝜃b + 𝜃 +
𝜋

6
) /𝜋} ×

𝜋

3
]

 Eq.n 4.3-11 

where Vdead is the distorted voltage term that is dependent on the deadtime. Once 

the deadtime is set, Vdead will be constant. Vd increases with the increase of 𝜃, 

while Vq decreases with the increase of 𝜃. 

Substituting Eq.n 4.3-11 into Eq.n 4.3-10 𝜃 MTPA is obtained by solving 
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𝑚𝑎𝑥
𝜃
 
(𝑈d

∗ − 𝑉d) cos 𝜃 + (𝑈q
∗ − 𝑉q)sin𝜃

Ωm𝐼s
 Eq.n 4.3-12 

Hence, 𝜃MTPA can be obtained by maximizing 

𝑔MTPSA(𝜃) =
(𝑈d

∗ − 𝑉d) cos 𝜃 + (𝑈q
∗ − 𝑉q)sin𝜃

Ωm𝐼s
 Eq.n 4.3-13 

In Eq.n 4.3-13, gMTPA(𝜃 ) can be calculated from the measurements. A 

gradient descent algorithm will be employed to find 𝜃 MTPA to maximize gMTPA(𝜃) 

in Chapter 4.3.2  

4.3.2. Analysis of the Proposed Method 

The overall control scheme was shown in Fig. 4.3-1. 
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Fig. 4.3-1 Overall control diagram of Online Tracking method 
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Fig. 4.3-2 Principal diagram of gradient descent algorithm 

gMTPA(θ) in Eq.n 4.3-14 increases at first and then decreases as θ increases 

from 0° to 90°. Hence, the gradient descent algorithm is employed to maximize 



 

107 

gMTPA(θ) and then to find θMTPA. Specifically, θMTPA is detected iteratively until 

𝜃 converges to θMTPA. At time k+1, the current angle is updated based on the 

current angle at time k and the gradient of gMTPA(θ). Let θk−1, θk, and θk+1 be the 

current angle at time k−1, k, and k+1 during detection of θ MTPA, respectively. At 

time k + 1, θk+1 is updated by using Eq.n 4.3-14. 

𝜃𝑘+1 = 𝜃𝑘 + 𝛼
∂𝑔MTPA(𝜃)

∂𝜃
(𝑈𝑑,𝑘

∗ − 𝑉𝑑,𝑘) cos 𝜃𝑘 + (𝑈𝑞,𝑘
∗ − 𝑉𝑞,𝑘) sin 𝜃𝑘

𝐼𝑠,𝑘Ω𝑚,𝑘

= 𝜃𝑘 + 𝛼
−

(𝑈𝑑,𝑘−1
∗ − 𝑉𝑑,𝑘−1) cos 𝜃𝑘−1 +

(𝑈𝑞,𝑘−1
∗ − 𝑉𝑞,𝑘−1) sin 𝜃𝑘−1

𝐼𝑠,𝑘−1Ω𝑚,𝑘−1
𝜃𝑘 − 𝜃𝑘−1

 Eq.n 4.3-14 

where the subscript k denotes time instance and α is the weight of the gradient 

descent algorithm controlling the convergence speed. The gradient descent 

algorithm keeps updating 𝜃 using Eq.n 4.3-14 until 𝜃 MTPA is detected. The rule 

to determine whether θMTPA is detected or not is defined as 

|𝜃𝑘+1 − 𝜃𝑘| < 𝜀 Eq.n 4.3-15 

that is, the update of θ from time k to k + 1 is smaller than the predefined 

small value ε. In the Eq.n 4.3-14, the convergence rate will be analyzed. 

The gradient descent method calculates the process of the control algorithm 

in the direction of the steepest descent, enabling the control system to meet the 

control requirements within a short period. The principle of the gradient descent 

algorithm is illustrated in Fig. 4.3-2. Within the gradient descent algorithm, the 

minimal value point of the given objective function g(θ) is attained by moving 

in the direction opposite to the gradient, relative to the magnitude of the gradient, 

as indicated by Eq.n 4.3-16. For the iterative starting point, 0° is selected. This 

choice is made because, at this starting point, the PMa-SynRM can start 
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smoothly, and 0° can provide sufficient electromagnetic torque regardless of the 

MTPA angle. This ensures convergence even under extreme operating conditions. 

𝜃𝑘+1 = 𝜃𝑘 − ∇𝑓(𝜃) = 𝜃𝑘 −
∂𝑓(𝜃)

∂𝜃
 Eq.n 4.3-16 

If θ simply moves a constant distance while tracking the minimum value 

point of g(θ), the tracking time proportionally increases with the distance to the 

minimum value point. However, in the gradient descent algorithm, since the 

movement is proportional to the size of the gradient, it can reduce the tracking 

time. Given that θ varies with the current vector angle θ within the range (0°, 

90°) in a manner that inversely mirrors the convex function depicted for g(θ), 

which possesses a unique extremal point, the search process avoids the pitfall of 

local optima. Consequently, the gradient descent algorithm can be effectively 

employed as an optimization method with g(θ) as the objective function, as 

described in Eq.n 4.3-16. 

In Eq.n 4.3-14, α is the search step size of gradient descent, which 

determines the size of the current vector angle command change. 
∂𝑔𝑀𝑇𝑃𝐴(𝜃)

∂𝜃
is the 

gradient direction of descent ∂𝑔𝑀𝑇𝑃𝐴(𝜃). The gradient of it is a continuous 

function, so its derivation can be calculated using the discrete differential. It is 

represented in a separate form, and a digital controller is used to implement the 

gradient descent algorithm. 

𝐹MTPA(𝜃) = 𝑖𝑠 × 𝐹MTPSA(𝜃) −
𝑅𝑖𝑠
𝜔𝑚

 Eq.n 4.3-17 

Compared to Eq.n 4.3-17, the stator resistance R is not required in Eq.n 4.3-

16, so the proposed method does not require the stator resistance information. 

When utilizing Eq.n 4.3-16 to determine 𝑔MTPA(𝜃) , the tracking 

performance depends on the step size α. Improper selection of α can lead to the 

following issues: if α is chosen too small, the magnitude of 𝜃𝑘 − 𝜃𝑘−1 becomes 

too small, leading to a longer time required for the current vector angle 𝜃 to 
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converge to 𝑔MTPA(𝜃) . Similarly, within a small gradient range, before 𝜃 

converges to 𝑔MTPA(𝜃) , 𝜃𝑘 − 𝜃𝑘−1  can approach a value near zero, hence 

tracking may stop. Conversely, when α is chosen too large, tracking becomes 

oscillatory or divergent. When α is appropriately selected, 𝑔MTPA(𝜃)  can be 

accurately tracked in a short amount of time. The examination for choosing the 

suitable α can be performed as follows: initially set α to a smaller value and 

gradually increase α until the convergence speed is satisfactory. This method 

allows for the selection of an appropriate 𝜃 , facilitating accurate and rapid 

search for 𝑔MTPA(𝜃) .However, since 𝑔MTPA(𝜃)  is derived from 

electromagnetic torque and power formulas, it depends on the load, and the 

magnitude of the gradient of 𝑔MTPA(𝜃) is contingent upon load conditions. This 

implies that tracking performance, such as tracking time and accuracy, is 

dependent on load conditions. When the PMa-SynRM reaches a new load state, 

this method will be activated to search for a new 𝑔MTPA(𝜃) from the current 

state. To solve the problem, a new convergence function will be introduced in 

the next part. 

4.3.3. Improved Gradient Descent  

To address the dependency of the optimal current vector angle tracking 

performance of the gradient descent algorithm on the load, the adjustment of the 

current vector angle is facilitated by employing a new gradient Q that is 

unaffected by load conditions. This new gradient Q reflects the rate of change of 

the objective function 𝑔MTPA(𝜃), and is defined by Eq.n 4.3-18: 

𝑄 =
[𝐹MTPA,k(𝜃)/𝐹MTPA,k−1(𝜃)] − 1

𝜃𝑘 − 𝜃𝑘−1
 Eq.n 4.3-18 

In Eq.n 4.3-18, a significant rate of change in the objective function 

𝑔𝑀𝑇𝑃𝐴,𝑘(𝜃)  implies a notable variation in 𝑔𝑀𝑇𝑃𝐴,𝑘(𝜃)  due to changes in the 

current vector angle. This also indicates that the current electric vector angle is 
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far from the optimal electric vector angle 𝜃MTPA, and vice versa. The magnitude 

of Q is not directly proportional to the difference in the objective function values 

𝑔MTPA,k(𝜃)−𝑔MTPA,k−1(𝜃), but rather proportional to the rate of change of the 

objective function [𝑔MTPA,k(𝜃))/𝑔MTPA,k−1(𝜃)] − 1 Therefore, the magnitude 

of Q does not depend on the load but on the distance from the current electric 

vector angle to the optimal electric vector angle. 

The rate of change of the objective function 𝑔MTPA,k(𝜃) is greater than 1 

when 𝑔MTPA,k(𝜃) decreases, and less than 1 when 𝑔MTPA,k(𝜃) increases. Thus, 

with an increase in the current vector angle, Q is positive when 𝑔MTPA,k(𝜃) 

decreases and negative when 𝑔MTPA,k(𝜃)  increases. Conversely, with a 

decrease in the current vector angle, Q is negative when 𝑔MTPA,k(𝜃) decreases 

and positive when 𝑔MTPA,k(𝜃)  increases. Therefore, Q provides directional 

information towards the optimal current vector angle 𝑔MTPA,k(𝜃)  in all 

scenarios and can serve as a new gradient for tracking the optimal current vector 

angle 𝜃 MTPA. The improved optimal current vector angle tracking algorithm 

using the newly defined gradient Q is presented in Eq.n 4.3-19. 

𝜃𝑘+1 = 𝜃𝑘 + 𝛼𝑄

= 𝜃𝑘 + 𝛼
[𝐹𝑀𝑇𝑃𝑆𝐴,𝑘(𝜃)/𝐹𝑀𝑇𝑃𝑆𝐴,𝑘−1(𝜃)] − 1

𝜃𝑘 − 𝜃𝑘−1
= 𝜃𝑘 +

𝛼

𝑢𝑑,𝑘 cos 𝜃𝑘 + 𝑢𝑞,𝑘sin 𝜃𝑘
(𝑖𝑠,𝑘𝜔𝑚,𝑘)(𝜃𝑘 − 𝜃𝑘−1)

(
𝑢𝑑,𝑘−1 cos 𝜃𝑘−1 + 𝑢𝑞,𝑘−1sin 𝜃𝑘−1 − 1

𝑖𝑠,𝑘−1𝜔𝑚,𝑘−1
)

 Eq.n 4.3-19 
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Fig. 4.3-3 Principal diagram of improved descent algorithm 

Fig. 4.3-3 shows the convergence situation based on the improved function. 

As the objective function value ceases to change near the optimal point, Q 

converges to zero, and the current vector angle command produced by the 

modified gradient descent algorithm also converges to the optimal current vector 

angle 𝜃MTPA. Furthermore, the larger the difference between the current vector 

angle and the optimal current vector angle, the greater the rate of change of the 

objective function caused by changes in the current vector angle, and thus, the 

larger the value of Q. Therefore, if the current vector angle is far from the optimal 

current vector angle, it may be possible to increase the tracking speed. 

4.3.4. Self-Learning-Based Control 

Fig. 4.3-4 shows the overall setting up of the control system. This control 

system is designed for regulating the PMa-SynRM. The system uses PI 

controllers to adjust speed and current, generating reference currents based on 

the desired torque and reference current angle θ. For the SLC current angle 

reference and recording model, the model collects the working status of the 

machine in real time and determines whether to output a new angle reference 

signal or record a new working point. By designing this module, the response 

time could be reduced, especially for the large step load working condition 
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because the working condition could be determined and an optimal calculated 

current angle, which is near the real working condition could be provided and 

regard as the new initial condition for the angle calculation and gradient 

convergence module in Fig. 4.3-4 if an updated value from the SLC module 

generated. It then controls the d- and q- axis currents through coordinate 

transformations and current calculations. The system dynamically updates the 

SLC table to find the optimal operating point, thereby optimizing motor 

performance and efficiency. From adopting the proposed topology, the response 

performance could be improved. 
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Fig. 4.3-4 Diagram of current angle reference calculation scheme for SLC reference generation 

and data recording module 

The flowchart expressed in Fig. 4.3-6 delineates the control process of a 

SLC system, commencing with an assessment of the motor's initialization status. 
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In instances where initialization has not been completed, the motor undergoes an 

initialization and startup procedure. Subsequently, the system interrogates the 

Flash memory for any previously recorded operating points. If such data is 

available, it is retrieved, enabling the system to adjust control parameters 

accordingly. In the absence of pre-recorded data, the control angle is initialized 

to 0°, and the system monitors the motor's transition to a steady-state condition. 

Depending on the achievement of steady-state operation or the convergence of 

the speed loop, new operating points are either recorded or utilized to estimate 

and output the reference signal θref. 

4.3.5. Improved Current Angle Estimation Method for SLC 

Fig. 4.3-5 illustrates the relationship between the reference stator current 

and the corresponding optimal current angle for MTPA operation. For a given 

reference torque, the MTPA operation determines a unique optimal current angle. 

If a sufficient number of MTPA working points are known as described on the 

curve, the remaining points can be approximated through interpolation between 

these known points. The proposed SLC scheme is based on this principle. If a 

new MTPA point is tracked during the m-th step, the m-th element of the MTPA 

and MTPA angle arrays will be updated with the values corresponding to the new 

MTPA point. This process is repeated iteratively during SLC operation. 

Te
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Fig. 4.3-5 Schematic of the proposed SLC scheme 

Furthermore, Fig. 4.3-5 provides a detailed explanation of the current angle 

difference calculation process as outlined in the proposed six-step flowchart. In 
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conventional SLC, the angle is typically considered to have a linear relationship 

with torque output, as illustrated by θ3, which is the result of linear interpolation. 

However, by examining the MTPA curve of the PMa-SynRM motor, it becomes 

evident that the accuracy of the linear interpolation method is limited. This 

limitation arises due to the significant curvature present in the MTPA curve. 

Consequently, this thesis proposes a novel interpolation method for calculating 

the MTPA current angle. A comparison reveals that this method achieves higher 

computational accuracy, as demonstrated by the calculation formula in Eq.n 4.3-

20. This interpolation method fully accounts for the non-linearity of the 

machine's magnetic flux linkage. It is important to note that this method can be 

applied to other types of motors, as they primarily differ in power, while the 

general trend of the MTPA angle remains consistent. 

Considering the magnetic saturation and the cross saturation of the PMa-

SynRM, the quadratic polynomial function was adopted to replace the linear 

interpolation to obtain an accurate evaluation of the current angle. It shows that 

the SLC obtains additional operating points to fit the MTPA working curve by 

learning new operating points. This means that the more operating points are 

learned, the higher the accuracy of the output angle. During the fitting process, 

the least squares method was adopted for online fitting [130]. The curve obtained 

through training is expressed in the form shown in equation Eq.n 4.3-20. 

𝑓(𝜃) = 𝑎𝑇e
4 + 𝑏𝑇e

3 + 𝑐𝑇e
2 + 𝑑𝑇e Eq.n 4.3-20 

It is worth noting that the relationship between the torque and the current 

angle is generally described for PMa-SynRM and IPMSMs. The difference for 

different machines is that the rated current and torque are not the same and need 

to be normalized to make the SLC feasible. In this way, the proposed SLC is a 

general method for PMa-SynRM and could be further used in other machines. 
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4.3.6. Simulation Verification 

A. Resistance Variation Robustness Verification 

In this study, simulation was done on the modified MTPA tracking method 

to verify its effect and accuracy as shown in Fig. 4.3-6. In the simulation 

environment settings, two different resistance values, namely 0.8 Ω and 1 Ω, 

were selected to test the adaptability and stability of the algorithm under different 

conditions. By performing an 11-step iteration process on the algorithm, the 

results show that the proposed algorithm can effectively converge regardless of 

whether the resistance value is 0.8 Ω or 1 Ω. 

 
Fig. 4.3-6 Simulation results under different resistance setting 

After convergence, the steady state error of the algorithm was further 

analyzed. The results show that under the two resistance settings, the steady state 

accuracy of the algorithm is basically the same. This finding not only 

demonstrates the robustness of the algorithm, but also verifies the feasibility of 

its application in the field of electrical engineering. These results confirm the 
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correctness of the proposed algorithm and provide an experimental basis for 

subsequent related research. 

4.3.7. Experiments Verification 

A. Verification of Proposed Convergence Function 

In this experiment, the different loading was set up to verify the feasibility 

of the proposed MTPA control, the MTPA accuracy compared to the theoretical 

value was shown in Table 4.3-1. 

Table 4.3-1 PMa-SynRM test angles in different working conditions 

Load Torque (Nm) 0.6 1.2 1.9 

Theoretical Angle 13.4 26.1 35.6 

Detected Angle 12.8 25.8 34.7 

Detected Error  0.6 0.3 0.9 

Error Percentage 4.48% 1.15% 2.53% 

 

Fig. 4.3-7 MTPA detection in different convergence function 

In the control loop, the function for MTPA angle convergence is placed 

within the speed loop. In this control system, the execution time for the speed 

loop is set to 100ms. The convergence time and execution time can be 
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determined by the number of iterations. This study verified the performance of 

the improved convergence function and the original convergence function in 

terms of stability through experiments. The experimental design aims to compare 

the convergence performance and system stability of the two functions when 

reaching the same number of steps. 

Experimental results show that compared with the original convergence 

function, the improved convergence function shows no overshoot when reaching 

the same number of iterations steps and has higher accuracy and better stability 

after convergence. This difference is mainly attributed to the adjustment of the 

convergence gain in the improvement function. In the original function which 

denoted as 4.3-14, a higher convergence gain may lead to unstable system 

performance, but the improved function effectively avoids this problem by 

optimizing the gain parameters, thus improving the stability and reliability of the 

overall system. 

B Verification of Different Working Speed 

 

Fig. 4.3-8 MTPA detection performance at different speed 
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This part describes experiments to verify the angular convergence of the 

MTPA at different rotational speeds, namely 1350 rpm and 2700 rpm. The 

purpose of the experiment is to observe and analyze the response characteristics 

and accuracy performance of MTPA under different dynamic conditions. 

Experimental results show that the MTPA algorithm exhibits good 

convergence performance at both test speeds. Specifically, no matter under the 

conditions of 1350 rpm or 2700 rpm, the algorithm can quickly and accurately 

converge to the predetermined angle value without obvious overshot or 

oscillation. This finding shows that the MTPA algorithm has good adaptability 

and stability and can maintain efficient performance under different operating 

speeds. 

C. Verification of SLC and current angle estimation link 

Calculated angle 

by improved SLC

Calculated angle 

by original SLC

 

Fig. 4.3-9 MTPA detection with original SLC and improved SLC estimation function 

From Fig. 4.3-9, experimental results show that when encountering a load 

jump, the improved SLC only needs 2 steps to achieve convergence, while the 
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original SLC requires 3 steps. This result not only shows the advantage of the 

improved SLC in convergence speed but also indicates its higher accuracy in 

calculating the true angle. This enhanced performance can be attributed to the 

more efficient control algorithm and parameter optimization adopted in the 

improved SLC. These adjustments allow the SLC to adapt to load changes faster, 

thereby reducing the number of iteration steps required for convergence. 

4.4 Chapter Summary 

This study presents a series of advancements in MTPA control strategies for 

PMa-SynRMs, addressing key limitations in conventional methods. The work 

focuses on enhancing the dynamic response, reducing current noise, and 

improving control accuracy by developing novel detection and control schemes. 

Firstly, a PRFSI MTPA detection scheme is proposed, overcoming the 

shortcomings of the CFSI method, which generated three-phase current noise 

and restricted the machine’s performance. The PRFSI method effectively 

disperses and continuously distributes the PSD of the excited high-frequency 

current, minimizing additional acoustic noise and improving dynamic response. 

Simulations and experiments demonstrated that the PRFSI method significantly 

reduced steady-state current angle error, resulting in better performance and 

applicability. 

Additionally, an online MTPA control strategy was introduced to address 

the magnet flux mismatch and improve the accuracy of the MTPA control angle. 

This approach includes a supplementary control strategy that corrects for the 

omission of inductance differentiation concerning the current angle, yielding a 
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control method with low computational complexity, high precision, and minimal 

dependence on motor parameters. Experimental results indicated an 

improvement of up to 1.52% in control accuracy. 

Finally, the study proposed an online tracking MTPA control method that 

incorporates a SLC and an enhanced convergence function to address flux non-

linearity in PMa-SynRMs. This method eliminates the need for LUTs and 

prevents additional current harmonics, achieving faster dynamic response and 

shorter steady-state convergence time. Experimental validations confirmed that 

the proposed method offers a significant improvement in MTPA control angle 

and reliability, making a substantial contribution to the field of electric machine 

control. 
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Chapter 5 High Dynamic Performance Control of PMa-SynRM 

5.1 A-DESO Based Control for Noise Suppression and Fast Dynamic 

Response 

5.1.1. Problem Statement and Parameter Calculation of ESO 

This part provides a concise and precise description of the experimental 

results, their interpretation, and the experimental conclusions that can be drawn. 

According to Eq.n 5.1-4, the error dynamics of ESO can be obtained as 

Eq.n 5.1-1:  

�̈� = −𝛽1�̇� − 𝛽2𝑒 − (𝐵�̇�𝑚 + �̇�𝐿) Eq.n 5.1-1 

where �̇� and �̈� are the first differential of error and second differential error of 

𝜔m, respectively. Then, the estimated speed error and the estimated mechanical 

speed can be derived in the frequency domain as Eq.n 5.1-2. 

{
 
 

 
 𝑒(s)

𝜔m(s)
=

−s

s2 + 2𝜔0s + 𝜔0
2

�̂�m(s)

𝜔m(s)
=

𝛽2

s2 + 2𝜔0s + 𝜔0
2

 Eq.n 5.1-2 

By increasing ω0, the response performance can be improved, but the 

observer will be more sensitive to noise [131]. In this way, A tradeoff should be 

reached between rapidity of estimation and noise immunity in practical 

applications. When ESO becomes stable, the estimation of load disturbance can 

be obtained as Eq.n 5.1-3: 

𝑑(𝑡) = 𝑇L + 𝑇F Eq.n 5.1-3 

where TF represents the viscous friction of the system. 

Since �̇�(𝑡) is bounded by h0, the following inequality holds in the time 
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domain [131] expressed as Eq.n 5.1-4, 

|𝑒| ≤
ℎ0

𝜔0
2 Eq.n 5.1-4 

 

Fig. 5.1-1 Relationship between maximum error and frequency 

According to Eq.n 5.1-8, the maximum estimation error of ESO is 

proportional to h0 if the bandwidth ω0 is fixed. Therefore, ESO is highly 

dependent on h0 for its estimation accuracy. A higher cut-off frequency can 

reduce the observation error, but it also amplifies noise and is more sensitive to 

high-frequency noise. Due to this, in practice, it is necessary to adjust the cut-off 

frequency ω0 to maintain an acceptable level of error, noise and response time.  

Fig. 5.1-1 shows the relationship between maximum error and frequency. 

To be more specific, large observed speed errors may result in control switching 

repeatedly between the area of FW and the area of MTPA and reducing the 

control efficiency. However, to obtain a better noise suppression ability, the 

reduction of the cut-off frequency ω0 will increase the observation error. As a 

result, in the control system, noise, observation error, and response time are 

effectively traded off.  

The purpose of this part is to design an A-DESO observer to effectively 

balance observation error, noise sensitivity, and response time, which features a 

better response performance in low frequency and a better noise suppression 

ability in high frequency within the same error range simultaneously. 
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5.1.2. Research Aims and Content Arrangements 

To further enhance the dynamic response of the system in constant torque 

and the FW control for the PMa-SynRM, a novel A-DESO control method based 

on a LUT is proposed to solve these problems. The main contributions are as 

follows: 

(a) A new constant toque and FW (Flux Weakening) control strategy based 

on an A-DESO and a LUT is proposed, which features a small steady-state error, 

quick response, high anti-load-disturbance, and other lumped disturbance 

resistant abilities. 

(b) Compared with the traditional ESO, the proposed A-DESO features a 

higher low-frequency amplification gain and a high-frequency noise suppression 

ability for the disturbance in torque and speed observation under the same error 

acceptance range. 

(c) The oscillation problem caused by speed observation error and 

amplified noise could be alleviated by adopting the proposed A-DESO. 

(d) The A-DESO parameters calculation method was given for PMa-

SynRMs, considering stability requirements and parameter mismatch analysis. 

5.1.3. Design of the Extended State Observer 

According to Equations Eq.n 1.3-4 and Eq.n 1.3-6, the speed and electrical 

angle can be obtained as shown in Eq.n 5.1-5 and Eq.n 5.1-6, 

�̇�m =
1

𝐽
(𝑇e − 𝐵𝜔m − 𝑇L) Eq.n 5.1-5 

�̇�m = 𝜔m Eq.n 5.1-6 

where, θm is the mechanical angle of the machine. 
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According to Eq.n 1.3-6 and Eq.n 5.1-5, Eq.n 5.1-7 could be obtained. 

�̇�m =
1

𝐽
(
3

2
𝑝(𝜓d𝑖q − 𝜓q𝑖d) − 𝐵𝜔m − 𝑇L) Eq.n 5.1-7 

Regard Bωm and TL as lumped disturbance in torque. The ESO is designed as 

Eq.n 5.1-8: 

�̇̂�m =
1

𝐽
(
3

2
p(𝜓d𝑖q − 𝜓q𝑖d) − 𝑑(𝑡) − 𝛽1(�̂�m −𝜔m)) 

�̂�𝐿
̇ (𝑡) = −𝛽2(�̂�m −𝜔m) 

𝛽1 = 2𝜔0 

𝛽2 = 𝜔0
2 

Eq.n 5.1-8 

where, ̂  represent the observed variables; d(t) represents the observed load 

torque; ω0 is the cut-off frequency of the ESO observer. The bandwidth 

parameterization method is also used to select the parameter of β1 and β2 [131]. 

5.1.4. Performance Analysis of the Conventional ESO 

Define the estimation speed error of the ESO as: 

∆𝜔m(𝑡) = 𝜔m(𝑡) − �̂�m(𝑡) Eq.n 5.1-9 

According to Eq.n 5.1-9, the error dynamic can be obtained as shown in 

Fig. 5.1-2. The transfer function from �̇�L(𝑡) to TL (t) is shown in Equation Eq.n 

5.1-10. 

-

  

Fig. 5.1-2 Error dynamics diagram of the ESO 

𝐺𝑑(𝑠) =
s + 2𝜔0

s2 + 2𝜔0s + 𝜔0
2 Eq.n 5.1-10 

The ESO has the following properties. 
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(1) If the total disturbance is a constant one, that is, �̇�L(t)  = 0, then the 

steady error is zero. This means that the ESO could obtain the real value for a 

constant torque load. 

(2) If the load is a ramp one, as in, �̇�L(t)  = C, the error will converge to 

2/ω0. This means that the error existed for a ramp torque load and this error will 

be decreased with the increase of the cut-off frequency. 

 
Fig. 5.1-3 Frequency responses of disturbance estimation for the ESO 

 

Fig. 5.1-4 Frequency responses of noise suppression for the ESO 

Fig. 5.1-3 shows the frequency responses of disturbance estimation for the 

ESO. It is shown that the load torque estimation performance improves as ω0 

increases at low frequencies. Therefore, the ESO is effective for slow time-

varying disturbances.  

In Fig. 5.1-4, the transfer function from ωm(t) to TL (t) is: 
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𝐺𝜉(s) =
−𝜔0

2s

s2 + 2𝜔0s + 𝜔0
2 Eq.n 5.1-11 

The noise suppression ability and error of the observer need to be balanced. 

So, the ESO needs to be improved to have a better high-frequency noise 

suppression capability. In Chapter 5.1.5, an A-DESO is devised to improve the 

overall performance and solve the tradeoff. 

5.1.5. Design and Analysis of A-DESO 

x(f)

  

Fig. 5.1-5 Error dynamics diagram of A-DESO 

Since the noise existed in the feedback current, calculated speed and the 

nonlinearity of the system are considered as a total disturbance, A-DESO is 

proposed to separate disturbance estimation from state reconstruction and uses a 

LPF to suppress the unmeasurable noise. The A-DESO is. 

{
  
 

  
 �̇̂�m(𝑡) =

3

2
p(𝜓d𝑖q − 𝜓q𝑖d) + 𝛽1𝑥f(𝑡)

�̇̂�L(𝑡) = 𝑘𝛽1𝑥f(𝑡)

�̇�f(𝑡) = −
1

𝜏
𝑥f(𝑡) +

1

𝜏
[�̂�m(𝑡) − 𝜔m(𝑡)]

�̂�(𝑡) = �̂�L(𝑡)

 Eq.n 5.1-12 

where xf(t) and τ are the state and the time constant of the filter, respectively, and 

k is a parameter to adjust the disturbance estimation. 

The error dynamics of the A-DESO is: 
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{
 
 

 
 �̇̂�m(𝑡) = 𝑇L(𝑡) − 𝛽1𝑥f(𝑡)

�̇̂�L(𝑡) = �̇�L(𝑡) − 𝑘𝛽1𝑥f(𝑡)

�̇�f(𝑡) = −
1

𝜏
𝑥f(𝑡) +

1

𝜏
[�̂�m(𝑡) − 𝜔m(𝑡)]

 Eq.n 5.1-13 

Fig. 5.1-5 shows the block diagram of the error dynamics. The control input 

of the A-DESO is not the same as that of the ESO. The state observation is 

independent of the disturbance estimation. If β2 = kβ1 for the ESO and τ = 0 are 

chosen, then the A-DESO becomes  

{

�̇̂�𝑚(𝑡) = 𝑢0(𝑡) + 𝛽1[�̂�m(𝑡) − 𝜔m(𝑡)]

�̇̂�L(𝑡) = 𝑘𝛽1[�̂�m(𝑡) − 𝜔m(𝑡)]

�̂�(𝑡) = �̂�m(𝑡)

 Eq.n 5.1-14 

According to Fig. 5.1-2 and Fig. 5.1-5, Eq.n 5.1-14 yields the traditional 

ESO. The parameter k is introduced to adjust the disturbance-rejection 

performance independently and the filter is added to achieve the noise-

suppression performance, and the selection of the parameter will be discussed in 

a detailed way in the following part. The bandwidth parameterization method is 

also used to select the gains β1 that same to the conventional ESO, which gives: 

𝛽1 = 2𝜔0 Eq.n 5.1-15 

A. Anti-disturbance ability for torque estimation 

The transfer function from �̇�L(t) to TL(t) is 

𝐺𝑑(s) =
𝜏s2 + s + 2𝜔0

𝜏s3 + s2 + 2𝜔0s + 2𝑘𝜔0
 Eq.n 5.1-16 

The magnitude of error at low frequencies can be decreased by increasing 

k. The A-DESO provides a new parameter k to tune the disturbance estimation 

performance, while the conventional ESO uses the bandwidth parameter ω0 to 

do that. For comparison with the ESO, k = 0.75ω0 and τ = 0.01 are set to 

investigate the disturbance-estimation performance of the A-DESO. 
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Fig. 5.1-6 Frequency responses of disturbance estimation error for the A-DESO and ESO 

Fig. 5.1-6 shows that the A-DESO achieves a better performance than the 

ESO does at low frequencies for the same ω0. For example, when ω0 = 100, the 

magnitude of Gd(s) approximates −38 dB for the A-DESO and −34 dB for the 

ESO at low frequencies. This indicates that the A-DESO obtains a smaller 

disturbance-estimation error than the ESO. In other words, the gain β1 could be 

smaller for the A-DESO than for the ESO to achieve the same torque observation 

error range, which means a better noise suppression ability.  

The transfer function from ωm to TL(t) in Fig. 5.1-5 is: 

𝐺𝜉(s) =
−2𝑘𝜔0s

2

𝜏s3 + s2 + 2𝜔0s + 2𝑘𝜔0
 Eq.n 5.1-17 

Fig. 5.1-7 shows the frequency responses of noise suppression ability for 

the disturbance caused by the speed calculation under the same ω0. The noise-

suppression performance is better for the A-DESO than for the ESO at high 

frequencies when using the same ω0. On the other hand, to approach the same 

disturbance-estimation performance, ω0 should be smaller for the ESO than for 

the A-DESO. In many practical systems, torque inputs are often low frequency 
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and unmeasurable noise signals are often high frequency. The A-DESO provides 

a way to achieve disturbance rejection and noise attenuation simultaneously. 

 

Fig. 5.1-7 Frequency responses of noise suppression for the A-DESO and ESO 

Compared to the ESO, the A-DESO has three distinguishing features. First, 

it integrates a disturbance-estimation module into an existing observer without 

changing its parameters. This helps the observer avoid the high-gain form and 

makes the method easy to implement. Second, it employs a new parameter to 

adjust the disturbance-estimation performance. This increases the flexibility of 

the design of the A-DESO. Third, it uses a low-pass filter to filter out the high-

frequency components in the unmeasurable input. This leads to a smaller 

amplitude compared to the ESO at high frequencies, which improves the noise-

suppression performance. For the PMa-SynRMs control system, it achieves a 

smaller estimate error, a better observer dynamic response, and better noise 

suppression ability simultaneously using the same ω0 compared to the 

conventional ESO. 

B. Anti-disturbance ability for speed estimation 

As discussed in Chapter 5.1.5A, the speed observation performance will 

influence the dynamic response of the control system. In this part, the 



 

130 

performance of the proposed A-DESO will be analyzed compared to the 

conventional ESO. The transfer function from �̇�L(t)  to �̂�𝑚𝑒𝑠𝑡(𝑡)  for the 

conventional ESO can be obtained as Eq.n 5.1-18. 

𝐺L𝜔m(s) =
1

𝑠2 + 2𝜔0𝑠 + 𝜔0
2 Eq.n 5.1-18 

As for the A-DESO, �̇�L(t) to �̂�𝑚𝑒𝑠𝑡(𝑡) can be obtained as Eq.n 5.1-19. 

𝐺ADL𝜔m(s) =
𝜏s + 1

𝜏s3 + s2 + 2𝜔0s + 2𝑘𝜔0
 Eq.n 5.1-19 

For comparison with the conventional ESO, k = 0.75 ω0 and τ = 0.01 are set 

to investigate the disturbance-estimation performance of the A-DESO. As can 

be seen in Fig. 5.1-8, the error decreases with the increasing of ω0. 

 
Fig. 5.1-8 Error dynamic response for speed of ESO and A-DESO 

Fig. 5.1-8 shows that the A-DESO features better error suppression 

performance than ESO does. It means that the speed observation error of the A-

DESO is smaller than the conventional ESO when a load disturbance is added. 

As for the high frequency observation ability, the performance is the same. 

However, torque disturbance is generally in low frequency. In this way, A-

DESO features a better speed observation ability in the same ω0. In other words, 

the A-DESO features a better noise suppression ability in the same error 

performance. 
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Then, the noise suppression ability will be analyzed for speed observation. 

The transfer function from 𝜔𝑚(𝑡) to �̂�𝑚𝑒𝑠𝑡(𝑡) for the conventional ESO can 

be obtained as Eq.n 5.1-20. 

𝐺Hθ(𝑠) =
−2𝜔0𝑠 − 𝜔0

2

𝑠2 + 2𝜔0𝑠 + 𝜔0
2 Eq.n 5.1-20 

As for the A-DESO, the transfer function from 𝜔𝑚(𝑡) to �̂�𝑚𝑒𝑠𝑡(𝑡) can 

be obtained as Equation Eq.n 5.1-21. 

𝐺ADHθ(𝑠) =
−2𝜔0𝑠 − 2𝑘𝜔0

𝜏s3 + s2 + 2𝜔0s + 2𝑘𝜔0
 Eq.n 5.1-21 

 

Fig. 5.1-9 Error suppression response for position observation of ESO and A-DESO 

Fig. 5.1-9 shows frequency responses of noise suppression for k=0.75ω0 

and τ=0.01. The noise-suppression performance is better for the A-DESO than 

for the ESO at high frequencies when using the same ω0. In other words, to 

approach the same disturbance estimation performance, ω0 should be smaller for 

the ESO than for the A-DESO. For instance, when ω0 = 100, the magnitude 

approximates -54 dB for the A-DESO and -36 dB for the ESO at high 

frequencies. This indicates that the A-DESO obtains a better noise suppression 

ability than the ESO. Furthermore, the slope of the A-DESO is -40dB/dec, while 

-20dB/dec for ESO, which indicates that the A-DESO features a better noise 

suppression ability in high frequency. 
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5.1.6. Stability of A-DESO and Parameter Design 

As described in Chapter 1.4.2, regarding the PMa-SynRM system as a 

linear one, in which nonlinearity was not discussed in this thesis. To ensure the 

stability of the system, we need to ensure both the stability of the control system 

and the stability of the observer. This part discusses the stability of A-DESO 

observations under the PMa-SynRM control system. 

  

Fig. 5.1-10 Frequency responses of load torque estimation with different k and τ 

Fig. 5.1-10 shows the parameters relationship between the response ability 

in the low frequency domain. It can be seen that τ has little influence on the low 

frequency response while k directly determines the response ability of low 

frequency. In summary, k needs to be adjusted to determine the low frequency 

response for the PMa-SynRM. 

There is an equivalent stability of the A-DESO system as well as the 

stability of the system. The characteristic equation of the system is shown in 

Eq.n 5.1-22. 

𝜏s3 + s2 + 𝛽1s + 𝛽1𝑘1 = 0 Eq.n 5.1-22 

From Eq.n 5.1-22, the stability criterion could be obtained according to the 

Routh–Hurwitz stability criterion. 
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𝜏𝑘 < 1 Eq.n 5.1-23 

where, τ > 0 and k > 0 should be satisfied. 

As for the parameter design of the A-DESO, the bandwidth of the A-DESO 

should be larger than the bandwidth of the control system, so that the rapidity 

and stability could be guaranteed. According to Eq.n 5.1-23, the stability of the 

A-DESO deteriorates with the increase of τ, where τ represent the anti-

disturbance ability of the control system. In other words, the anti-disturbance 

ability and the stability of the system should be balanced.  

  

Fig. 5.1-11 Frequency responses of noise suppression with different k and τ 

  

Fig. 5.1-12 Parameter calculation process of A-DESO based on the PMa-SynRM. 
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Fig. 5.1-11 shows the parameters relationship between the noise 

suppression ability in the high frequency domain. It can be seen that k has little 

influence on the noise suppression ability while τ directly determines the 

response of high frequency domain. In summary, τ need to be adjusted to 

determine the high frequency response for the PMa-SynRM. 

In general, the signal to noise ratio of the measurement sensor should be 

considered, thus τ could be decided. Then, k could be decided to meet Eq.n 5.1-

23. To sum up, the parameter design process of the whole control system could 

be described as Fig. 5.1-12. 

5.1.7. Parameter Mismatch Analysis 

The proposed adaptive ESO requires a knowledge of stator resistance and 

inductance. As a result of magnetic saturation, the inductance will vary under 

different load conditions. It is possible to describe the influence of parameter 

mismatch on the estimated disturbance in the following manner: 

𝑑(𝑡) =
3

2𝐽
p((𝐿d + ∆𝐿d)𝑖d𝑖q − (𝐿q + ∆𝐿q)𝑖q𝑖𝑑) + 𝑇L + 𝑇F Eq.n 5.1-24 

Fig. 5.1-13(a) shows the observation error with d- and q-axis inductance 

mismatch in rated load condition. From the calculated data, its observation error 

of torque is not linear with the inductance mismatch error absolutely. Meanwhile, 

the observation error of torque is bounded, which is the most fundamental 

condition to ensure that the observer can converge in the finite time. (b)shows 

the observation error with d- and q-axis inductance mismatch in half load 

condition. The same results could be obtained compared to (a). 
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(a)                                 (b) 

Fig. 5.1-13 Observation error with d- and q-axis inductance mismatch. (a) observation error in 

rated load condition;(b) observation error in half load condition 

5.1.8. Overall Control Diagram 

The control diagram of the whole control system is shown in Fig. 5.1-14. 

Through the first stage PID controller, the given speed is compared with the 

observed speed feedback from the A-DESO to determine the torque.  

Then, the calculated torque is combined with the observed speed and the 

observed load torque is obtained from the A-DESO to calculate an optimal 

current. After that, the d- and q-axis current PI controller is used to get the 

modulated d-and q-axis voltage. 

In Fig. 5.1-15, the MTPA LUT was obtained according to Fig. 1.3-3. and 

the FW LUT was derived from Fig. 1.3-3 and Fig. 1.3-4 with the input of lumped 

disturbance and observed speed. 
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Fig. 5.1-14 Overall control diagram of dynamic improvements based on A-DESO 
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ωRef<ωBase

TL<TBase

 
Fig. 5.1-15 Overall control diagram of id and iq generation. 

5.1.9. Simulation Results 

As a means of verifying the effectiveness of A-DESO, this thesis conducted 

a comparison experiment between the feedback of A-DESO, traditional ESO and 

without ESO. 

A. Simulation Set 1: Load and unload experiments in MTPA working 

conditions. 

 

(a) 
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(b) 

 

(c) 

Fig. 5.1-16 Simulation results on step load response in MTPA region: (a) Speed fluctuation when 

load step; (b)Observed lumped disturbance and given load disturbance; (c) Comparison of the 

different speed calculation method 

From the no-load condition to the rated-load condition and opposite 

operating mode, this group of simulations verified the speed fluctuation. Fig. 

5.1-16 illustrates the change in speed associated with a step load from 0 Nm to 

1.9 Nm at t = 3 s and a step load from 1.9 Nm to 0 Nm at t = 6 s. From the 

simulation, the machine speed exists a steady-state error for 74 rpm for a long 

convergence time while the A-DESO and the ESO exist a 23 rpm steady-state 

error and the steady-state error is maintained for a considerable period. 

Meanwhile, the A-DESO shows a better speed dynamic response compared to 

the ESO part from (a). The same results could be obtained when a step load 
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occurs from 1.9 Nm to 0 Nm. It could be summarized that A-DESO has a better 

speed response performance compared to the ESO and a smaller steady-state 

error compared to the no ESO simulation part. 

Fig. 5.1-16 (b) shows the observed lumped torque disturbance and given 

load disturbance. It could be obtained that the A-DESO took 0.2 s to stabilize 

while took 0.3 s for the ESO. Meanwhile, the A-DESO featured a small load 

torque fluctuation compared to the traditional ESO. In Fig. 5.1-16 (a) and (b), it 

indicated that the A-DESO features a better dynamic performance at low 

frequencies and better noise immunity at high frequencies. Fig. 5.1-16(c) shows 

that the observed speed from the A-DESO features a smaller speed variation 

compared to the ESO and calculated method in the control system. 

B. Simulation Set 2: Load and unload experiments in FW working conditions. 

This group of simulations verifies the loading experiments under the 

working condition of the FW. Fig. 5.1-17(b). shows the observed lumped 

disturbance and given load disturbance when encountering large current noise. 

It could be found that the A-DESO took 0.05 s to stabilize while 0.1 s for the 

ESO in the almost same error tolerance.  

From the no-load condition to the half load FW condition and opposite 

operating condition. Fig. 5.1-17(a). illustrates the change in speed associated 

with the step load from 0 Nm to 1.0 Nm at t = 3 s and a step load from 1.0 Nm 

to 0 Nm at t = 6 s. 

From the simulation, the machine speed exists a steady-state error for 100 

rpm for a long convergence time while the A-DESO and the ESO features a 2rpm 
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steady-state error and the steady-state difference is maintained for a considerable 

period. Meanwhile, the A-DESO shows a better speed dynamic response 

compared to the ESO in the same torque error acceptance range. 

  

(a) 

  

(b) 

  

(c) 

Fig. 5.1-17 Simulation results on step load response in FW region: (a) Observed lumped 

disturbance and given load disturbance; (b) Speed fluctuation when increasing load under flux 

weakening control; (c) Comparison of different speed calculation method in FW condition. 
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The same results could be obtained when a step load occurs from 1.0 Nm 

to 0 Nm. It could be summarized that A-DESO has a better speed response 

performance compared to ESO, and a small steady-state error compared to the 

no ESO part in the FW working condition. Fig. 5.1-17(c). shows that the 

observed speed from the A-DESO features a smaller speed variation compared 

to the ESO and calculated method in the control system. 

5.1.10. Experiments Results 

A. Experiment Set 1: in MTPA region 

To verify the base speed and FW region, experiments were conducted. 

According to Fig. 5.1-18, the step load from 1.5 Nm to 1.9 Nm at 5 s and 1.9 

Nm to 1.5 Nm at 25 s. 

As can be seen from the experiment, in the presence of A-DESO, the 

maximum speed fluctuation is reduced by 63 rpm, the stabilization time and the 

current settling time are reduced by 0.2 s. These experiments demonstrate that 

A-DESO reduces the speed ripple and shortens stabilization time at rated speed 

in the const speed region. 

B. Experiment Set 2: in FW region 

It was found that the A-DESO effect of the FW working condition in this 

group of experiments. Fig. 5.1-19 shows the torque disturbance, which shows 

that when the step torque increases, the speed fluctuation of the A-DESO control 

group is 78 rpm smaller from the top one, and the current stabilization time is 

shortened by 2 s from the medium one. When the load step decreases, the speed 

fluctuation with A-DESO is 82 rpm smaller than that of the control group 



 

142 

without ESO, and the current stabilization time is shortened by 2 s. It can be seen 

from this group of experiments that A-DESO increases the anti-disturbance 

performance of the system and reduces the speed fluctuation and current 

adjustment time. 

  

Fig. 5.1-18 Experiments results in MTPA region: Speed fluctuation with A-DESO and without 

ESO; Current fluctuation with A-DESO and without ESO; Load torque and observed disturbance 

C. Experiment Set 3: periodic step load response in MTPA 

A set of experiments has been conducted to verify the change in the load 

cycle. In Fig. 5.1-20 medium one, the load cycle change is shown under the base 

speed condition, and in the top of Fig. 5.1-20 the speed fluctuation under the load 
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response was shown. In the experiments, the period of step loads is 3 s as 

described in the medium one. 

 

Fig. 5.1-19 Experiments results in FW region: Speed fluctuation with A-DESO and without ESO; 

Current fluctuation with A-DESO and without ESO; Load torque and observed disturbance 

A-DESO has a better control effect when faced with periodic step loads, as 

shown by this group of experiments. During the load change cycle, the speed of 

the control group with A-DESO stabilized rapidly, whereas the speed of the 

control group without ESO failed to stabilize. 
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Fig. 5.1-20 Experiments results in repeating step-load response in MTPA working condition: 

Speed fluctuation with A-DESO and without ESO; Load torque and observed disturbance 

  

Fig. 5.1-21 Experiments results in repeating step-load response in FW working condition: Speed 

fluctuation with A-DESO and without ESO; Load torque and observed disturbance 

D. Experiment Set 4: periodic step load response in FW 
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A set of experiments has been conducted to verify the change in the load 

cycle in the FW working condition. In the medium one of Fig. 5.1-21 the cycle 

step load change is shown under the FW condition, and in the top of Fig. 5.1-20 

the speed fluctuation under the load response was shown. In the experiments, the 

period of step loads is 3 s as described in the medium one. 

The same results could be got from the previous experiments. A-DESO has 

a better control effect when faced with periodic step loads in the FW working 

condition, as shown by this group of experiments. During the cycle load change, 

the speed of the control group with A-DESO stabilized rapidly, whereas the 

speed of the control group without ESO failed to stabilize. 

E. Experiment Set 5: Ramp load 

 
Fig. 5.1-22 Experiments results in ramp load response in the whole working condition: Speed 

fluctuation with ESO and without ESO; Load torque and observed disturbance 

A set of experiments has been conducted to verify the change in the ramp 

load. Fig. 5.1-22 shows the effect of ramp load tracking in the flux weakening 
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region. 

In Fig. 5.1-22, tracking a ramp load without ESO resulted in an average 

static difference in speed of 56 rpm, while tracking a ramp load with A-DESO 

resulted in an average static difference of 36 rpm. Studies have shown that A-

DESO can improve the tracking performance of the ramp load and reduce the 

static error in the tracking state effectively. 

5.2 IESO for Reduced Position Noise and Phase-lag and Better Dynamic 

Response in Sensor-less Control 

5.2.1 Proposed Control Structure 

This part focuses on the high-speed sensor-less control, and for the low-

speed region, it was not considered in this thesis.Based on Eq.n 1.3-1, Eq.n 5.2-

1 could be obtained through anti-park transformation to α-β fixed coordinate. 

[
𝑢α
𝑢β
] = [

𝑅s + 𝐿α
d

d𝑡
𝐿αβ

d

d𝑡

𝐿αβ
d

d𝑡
𝑅s + 𝐿β

d

d𝑡

] [
𝑖α
𝑖β
] + 𝜔e𝜓pm [

cos𝜃
sin𝜃

] Eq.n 5.2-1 

where 𝐿α = 𝐿0 + 𝐿1 cos 2𝜃 ; 𝐿β = 𝐿0 − 𝐿1 cos 2𝜃 ; 𝐿αβ = 𝐿1sin2𝜃 ; 𝐿0 =

(𝐿d + 𝐿q)/2; 𝐿1 = (𝐿d − 𝐿q)/2 

From Eq.n 5.2-1, it is worth to notice that it contains 2𝜃 in the α-β frame 

voltage calculation, which increases the calculation burden to the sensor-less 

control. By adopting the method proposed in [132], Eq.n 5.2-1 could be 

reconstructed and rewritten as Eq.n 5.2-2. 

[
𝑢α
𝑢β
] = [

𝑅s + p𝐿d 𝜔e(𝐿d − 𝐿q)

−𝜔e(𝐿d − 𝐿q) 𝑅s + p𝐿d
] [
𝑖α
𝑖β
]

+{(𝐿d − 𝐿q)(𝜔e𝑖q + 𝑖̇̇d) + 𝜔e𝜓pm} [
𝑐𝑜𝑠𝜃
sin𝜃

]

 Eq.n 5.2-2 

The second term on the right side of Eq.n 5.2-2 is defined as the EEMF as 
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Eq.n 5.2-3. In this term, besides the conventionally defined EMF generated by 

the permanent magnet, there is a kind of voltage related to the saliency of the 

PMa-SynRM. It includes the position information from both the EMF and the 

stator inductance. If the EEMF can be estimated, then the position of the magnet 

can be obtained from its phase. 

𝑒 = [
𝑒α
𝑒β
]

= {(𝐿d − 𝐿q)(𝜔e𝑖q + 𝑖̇̇d) + 𝜔e𝜓pm} [
cos𝜃
sin𝜃

]
 Eq.n 5.2-3 

There is a differential term of id in the EEMF. This means that even when 

the motor's velocity is near zero, the EEMF is not zero if the d-axis current id is 

changing. This property will be useful for standstill and low-speed drives. In this 

way, a current observer to obtain the position of the machine could be 

reconstructed as Eq.n 5.2-4 according to Eq.n 5.2-1 assuming the speed  

𝜔𝑒 could be regarded as the input of the observer. 

[
𝑖̂̂α
𝑖̂̇β
] =

1

𝐿d
[
𝑢α
∗

𝑢β
∗ ] −

𝑅s
𝐿d
[
𝑖̂α
𝑖̂β
]

−

[
 
 
 
 0

𝜔e(𝐿d − 𝐿q)

𝐿d
−𝜔e(𝐿d − 𝐿q)

𝐿d
0

]
 
 
 
 

[
𝑖̂α
𝑖̂β
]

−
1

𝐿d
[
�̂�ext,α

�̂�ext,β
]

 Eq.n 5.2-4 

As shown in Eq.n 5.2-4, 𝑢𝛼
∗  and 𝑢𝛽

∗  represent the given voltage in the α-β 

frame. 𝑖̂𝛼 and 𝑖�̂� represent the estimated current in the α-β frame. In this way, 

the EEMF could be observed from the constructed equation. Meanwhile, the 

current error is only depending on the error of EEMF. So, A PI regulator could 

function as an error compensator, thereby constituting the complete EEMF 
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observer as Eq.n 5.2-5. 

[
�̂�ext ,α

�̂�ext ,β

] = (𝐾p +
𝐾i
s
) [
𝑖̂α − 𝑖α
𝑖̂β − 𝑖β

] Eq.n 5.2-5 

The stability of the observer is highly dependent on the value of the Kp and 

Ki. So, this value needs to be specially designed to make it convergent as 

discussed in [132].  

Although the error caused by the error compensation link from adding a PI 

controller could be reduced in some way, the parameter precision considering 

parameter variation, self- saturation and cross-saturation still plays an important 

role in the accurate of the position observation. In this part, a LUT considering 

d- and q-axis currents was established to get a precise inductance and flux value. 

And the data was got from the FEA software. In this way, the observed position 

error could be reduced. 

Assuming the current observer converges stably, Eext,α and Eext,β can be 

acquired as Eq.n 5.2-6, allowing for the direct calculation of the estimated rotor 

position using the arctan function. 

𝜃earc = arctan (
�̂�ext,𝛽

�̂�ext,𝛼
) Eq.n 5.2-6 

Due to the substantial bandwidth of the current observer, the EEMF 

inevitably incorporates numerous noisy signals, resulting in significant 

fluctuations in the estimated rotor position when calculated using the arctan 

function. To address this issue, it is common to employ a PLL observer with an 

appropriately chosen bandwidth to simultaneously obtain more precise motor 

rotor position and speed estimation information. Furthermore, LPFs are 
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generally added to eliminate HF components and reduce position estimation 

noise, thereby ensuring transient-state performance [133,134].  

However, the approach introduces phase lag into the observed output signal 

and degrades the steady-state performance of the PLL as discussed in Chapter 

2.3.3. Both the PLL and LPF methods are inadequate for accurately tracking 

rapidly changing speeds, especially when power steering motors encounter 

abrupt load disturbance during operation, leading to inevitable transient-state 

errors in position and speed estimation. Consequently, the processing of the 

preliminary estimated rotor position obtained from EEMF observation fails to 

simultaneously consider both steady-state and transient-state performance 

aspects. 

To further address this issue, an IESO will be proposed to calculate the 

position signal which comes from the EEMF of the observer. The position signal 

could be effectively extracted, and the torque disturbance could be detected and 

compensated to the speed controller from the proposed control. So, the position 

error could be reduced, and the dynamic response could be improved from the 

proposed control. 

5.2.2 Speed Controller Design 

For the sake of improving the dynamic response of the system and 

improving the efficacy of the machine, a LUT based on the detected torque 

disturbance and the machine speed from the IESO is proposed. The diagram of 

the speed controller is shown in Fig. 5.2-1. 

As shown in Fig. 5.2-1, the given torque Te* was obtained through a PI 
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controller with the speed reference and feedback speed. After that, the controller 

will decide which working region it would be according to the given torque Te*, 

speed reference and observed torque disturbance TL. Then, the controller will 

generate the given d- and q-axis current according to the working region using a 

separate LUT table. 

Working 

Region

Judgement  

TL

MTPA

Region

FW 

Region

LUT for 

MTPA 

LUT for 

FW 

Current 

Generation

id
PI 

Controller

  

ωe*

 ωe

 

Te*

  

ωe*

iq

 

Fig. 5.2-1 Structure of speed controller 

5.2.3 Design of the IESO 

To further address the issue mentioned in Chapter 2, an IESO was proposed 

to reduce the noise and estimation error in the position observer caused by the 

arctan function. Furthermore, the load disturbance could be detected and 

feedback to the speed controller by the IESO. The motion equation of the PMa-

SynRM can be expressed as Eq.n 5.2-7: 

𝑇e − 𝑇L − 𝑇F =
𝐽

𝑛p

d𝜔e
d𝑡

 Eq.n 5.2-7 

where Te represents the electrical torque, TL represents the load disturbance, TF 

represents the friction torque caused by air friction, J represents the inertia of the 

machine, np represents the pole pairs of the machine. 

In this part, the proposed IESO will be compared with the traditional ESO 

and the influence on the system will also be analyzed. A three order ESO was 

established to observe the position and the load disturbance. Specially, select 

x1=θearc, x2=ωe, d(t)= �̂�L . Then, the observed angle 𝜃eeso  and lumped torque 
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disturbance �̂�L from the ESO will be feedback to the speed controller. In this 

way, the position error and noise from the original position signal θearc could be 

reduced and the detected lumped torque disturbance �̂�L could help to improve 

the dynamic response in a time manner. 

The traditional ESO could be constructed as Eq.n 5.2-8. 

{
 
 

 
 

𝑒 = 𝜃eeso − 𝜃earc

�̇� = �̂�m − 𝛽1𝑒

�̇̂�𝑚 =
1

𝐽
[
3

2
𝑛𝑝(𝜓d𝑖q − 𝜓q𝑖d) − �̇̂�L − 𝛽2𝑒]

�̇̂�L = −𝛽3𝑒

 Eq.n 5.2-8 

where β1, β2, β3 are the gains of the ESO; TL is the lumped torque disturbance. 

The error dynamic of the conventional ESO was shown in Fig. 5.2-2. 
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Fig. 5.2-2 Error dynamics of conventional ESO 

To ensure the convergence of the traditional ESO, the parameter of the ESO 

is selected as Eq.n 5.2-9. 

[𝛽1 𝛽2 𝛽3]
T = [3𝜔0 3𝜔0

2 𝜔0
3]T Eq.n 5.2-9 

where ω0 is the bandwidth of the observer, and ω0>0 should be satisfied to 

guarantee the convergence of the controller. For the parameter selection of the 

IESO, the details will be discussed in Chapter 5.2.5 and Chapter 5.2.6 according 

to its characteristics. 

Given the recognition of disturbances and nonlinearity as a collective 

disturbance, this study introduces an IESO characterized by a novel architecture 
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aimed at segregating the estimation of disturbances from state reconstruction. 

Furthermore, a high frequency noise suppression link is incorporated within the 

IESO framework to mitigate the influence on the noise. The proposed IESO thus 

constitutes a comprehensive approach to address the issues associated with 

disturbance estimation and state reconstruction. The structure of the IESO could 

be expressed as Eq.n 5.2-10. 

�̇̂�1 = �̂�2 + 𝛽1𝑥θf
�̇̂�2 = 𝑢 + 𝛽2𝑥θf
�̇̂�3 = 𝑘3𝛽2𝑥θf

�̇�θf = −
1

𝜏
𝑥θf +

1

𝜏
[𝑦o − �̂�]

�̂� = �̂�1

 Eq.n 5.2-10 

where xf represents the state variable, τ denotes the filter depth associated with 

the noise suppression link, and k serves as a tuning factor for adjusting the 

disturbance estimation. To further understand the proposed IESO, the error 

dynamic of the proposed IESO is shown in Fig. 5.2-3. 
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Fig. 5.2-3 Error dynamic of the IESO 

As can be seen from Fig. 5.2-3, a LPF was arranged to filter out high-

frequency noise from position signals, and the parameter k was used to set the 

amplifier gain to change the tracking performance of the IESO. In the 

conventional ESO methods described in [135,136], the calculation of θeeso relies 

solely on the integration of e. However, to maintain the system's resistance to 
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disturbances, this approach necessitates the use of a wide bandwidth, inevitably 

introducing more noise into the system. Consequently, when the system 

encounters rapid and unexpected load changes, the observational accuracy 

significantly diminishes.  

In contrast, in the proposed IESO, e is defined as error of the observed angle 

and the calculated angle after passing through a low-pass filter. In this way, the 

high frequency noise could be reduced from setting the depth of the filter in an 

appropriate way. So, the IESO features a better anti-disturbance ability resulting 

in superior dynamic characteristics and greater observational precision. 

From the block diagram shown in Fig. 5.2-3, the transfer function of the 

IESO could be expressed as Eq.n 5.2-11. 

{
 
 
 

 
 
 �̇�eeso = �̂�m + 𝛽1𝜃f

�̇̂�m =
1

𝐽
(
3

2
𝑛p(𝜓d𝑖q − 𝜓q𝑖d) − �̇̂�L − 𝛽2𝜃f)

�̇̂�L = 𝑘𝛽2𝜃f

�̇�f = −
1

𝜏
𝜃f +

1

𝜏
[𝜃earc − 𝜃eeso]

�̂� = �̂�L

 Eq.n 5.2-11 

5.2.4 Overall control scheme design 

To further improve the dynamic response of the control system, the 

designed IESO will replace the traditional PLL link. In this way, the observed 

position features a high accurate and smaller phase lag because the LPF is not 

needed, which may cause large phase delay. Furthermore, the lumped torque 

disturbance could be observed from the IESO in a time manner so that the 

transient performance could be guaranteed. The overall control diagram is shown 

in Fig. 5.2-4. 
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Fig. 5.2-4 Overall control diagram of sensor-less scheme 

In the controller, it could be divided into four parts: the speed controller, the 

IESO, the EEMF observer, and the inverter part. The user will set the reference 

speed first, then the speed controller will judge the working region of the 

machine according to the reference speed and the detected torque disturbance 
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from the IESO. After that, the given current will be generated, and the inverter 

part will generate the voltage according to the given current through a current PI 

controller. Then, the machine will work. The EEMF will calculate the back 

EEMF of the machine, and the position will be learned from an arctan function. 

However, this position signal usually contains a lot of noise, the IESO will 

reduce this noise and feedback the observed signal to the controller. 

Simultaneously, the IESO will observe the load disturbance and feedback to the 

speed controller. 

In the working process of the controller, the stability of it should be 

guaranteed, which mainly contains three parts: the speed controller, the EEMF, 

and the IESO. The stability of these three parts will be analyzed in the next 

Chapter 5.2.5.  

5.2.5 Analysis on Load Disturbance Observation Performance 

As discussed in Chapter 1.4.2, the load disturbance observation 

performance will influence the dynamic response of the control system. In this 

part, the performance of the proposed IESO will be analyzed compared to the 

conventional ESO. The transfer function from �̇̂�L(𝑡)  to T̂L(𝑡)  for the 

conventional ESO can be obtained as Eq.n 5.2-12. 

𝐺LT(s) =
s2 + 3𝜔0s + 3𝜔0

2

s3 + 3𝜔0s2 + 3𝜔0
2s + 𝜔0

3 Eq.n 5.2-12 

As for the IESO, the transfer function from �̇̂�L(𝑡)  to T̂L(𝑡)  could be 

obtained as Eq.n 5.2-13. 

𝐺LT(s) =
𝜏s3 + 𝑠2 + 2𝜔0s + 𝜔0

2

𝜏s4 + s3 + 2𝜔0s2 + 𝜔0
2s + 𝑘𝜔0

2 Eq.n 5.2-13 
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Fig. 5.2-5 Error dynamic response for torque disturbance of ESO and IESO 

As can be seen in Eq.n 5.2-13, the IESO introduces two novel coefficients, 

k and τ, for refining the accuracy of perturbation forecasts, in contrast to the 

traditional ESO reliance on the frequency domain indicator ω0 for this purpose. 

For comparison with the conventional ESO, k = 0.75ω0 and τ = 0.01 are set to 

investigate the disturbance-estimation ability of the proposed IESO. As can be 

seen in Fig. 5.2-5, the observation error was suppressed with the increasing of 

ω0. Fig. 5.2-5 illustrates the superior efficacy of the IESO over the traditional 

ESO at lower frequency ranges under identical ω0 conditions. Specifically, at ω0 

= 100, the gain of the loop transfer function GLT(s) is approximately -38 dB for 

the IESO, compared to -30 dB for the traditional ESO, signifying a more precise 

estimation of disturbances by the former. In other words, the gain ω0 is smaller 

for the IESO than for the ESO to get the same performance in low frequencies. 

Then, the noise suppression ability will be analyzed. The transfer function 

from 𝜃earc(𝑡) to T̂L(𝑡) for the conventional ESO can be obtained as Eq.n 5.2-

14. 

𝐺HT(𝑠) =
−𝜔0

3s2

s3 + 3𝜔0s2 + 3𝜔0
2s + 𝜔0

3 Eq.n 5.2-14 

As for the IESO, the transfer function from 𝜃earc(𝑡)  to �̂�L(𝑡)  could be 
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obtained as Eq.n 5.2-15. 

𝐺HT(𝑠) =
−𝑘𝜔0

2s2

𝜏s4 + s3 + 2𝜔0s2 + 𝜔0
2s + 𝑘𝜔0

2 Eq.n 5.2-15 

-20dB/dec

-40dB/dec

 

Fig. 5.2-6 Error suppression response of ESO and IESO 

Fig. 5.2-6 depicts the frequency response curves for noise attenuation with 

parameters set at k=0.75ω0 and τ=0.01. At higher frequency ranges, the IESO 

outperforms the ESO in terms of noise reduction when both operate under an 

equivalent ω0 setting. Consequently, to match the disturbance estimation 

accuracy of the IESO, the ESO requires a higher value of ω0. 

For instance, when ω0 = 100 rad/s, the magnitude of GHT(s) approximates 

0 dB for the ESO and 42 dB for the IESO at high frequencies. This indicates that 

the IESO obtains a better noise suppression ability than the ESO. Furthermore, 

the slope of the IESO is -40dB/dec, while -20dB/dec for ESO, this suggests that 

the IESO demonstrates enhanced efficacy in mitigating high frequency noises. 

In numerous practical scenarios, load disturbances predominantly manifest as 

low frequency, whereas high frequency pertains to unmeasurable noises. The 

IESO offers a dual advantage: it enables both disturbance rejection and noise 

attenuation concurrently. 
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In comparison to the ESO, the IESO is distinguished by three primary 

innovations. Firstly, it incorporates a disturbance-estimation module seamlessly 

into an existing observer framework without necessitating any alterations to its 

parameters. This integration facilitates avoidance of a high-gain configuration, 

simplifying implementation. Secondly, the introduction of a novel parameter 

allows for fine-tuning of the disturbance-estimation accuracy, thereby enhancing 

the IESO's design flexibility. Thirdly, the adoption of low-pass filters to 

eliminate high-frequency elements from the measurement output results in a 

reduced magnitude at elevated frequencies relative to the ESO, consequently 

elevating the noise suppression capability.  

5.2.6 Analysis on Position Observation Performance 

As discussed in Chapter 5.2.5, the position observation performance will 

influence the dynamic response of the control system. In this part, the 

performance of the proposed IESO will be analyzed compared to the 

conventional ESO. The transfer function from �̇̂�L(𝑡)  to 𝜃𝑒𝑒𝑠𝑜(𝑡)  for the 

conventional ESO can be obtained as Eq.n 5.2-16. 

𝐺Lθ(s) =
1

s3 + 3𝜔0s2 + 3𝜔0
2s + 𝜔0

3 Eq.n 5.2-16 

As for the IESO, the transfer function from �̇̂�L(𝑡)  to 𝜃eeso(𝑡)  could be 

obtained as Eq.n 5.2-17. 

𝐺Lθ(s) =
𝜏s + 1

𝜏s4 + s3 + 2𝜔0s2 + 𝜔0
2s + 𝑘𝜔0

2 Eq.n 5.2-17 

Compared with the conventional ESO, k = 0.75ω0 and τ = 0.01 are set to 

research the position estimation ability of the IESO. As can be seen in Fig. 5.2-

7, the error decreases with the increasing of ω0. 
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Fig. 5.2-7 Error dynamic response for position of ESO and IESO 

Fig. 5.2-7 shows that the position error estimation ability for IESO is almost 

the same as ESO does. It means that the position observation error is almost the 

same when a load disturbance is added. As for the high frequency observation 

ability, the performance is the same. 

Then, the noise suppression ability will be analyzed. The transfer function 

from 𝜃earc(𝑡) to 𝜃eeso(𝑡) for the conventional ESO can be obtained as .Eq.n 

5.2-18. 

𝐺Hθ(s) =
−3𝜔0s

2 − 3𝜔0
2s − 𝜔0

3

𝑠3 + 3𝜔0𝑠2 + 3𝜔0
2𝑠 + 𝜔0

3 Eq.n 5.2-18 

As for the IESO, the transfer function from 𝜃earc(𝑡) to �̂�L(𝑡)  could be 

obtained as Eq.n 5.2-19. 

𝐺Hθ(s) =
−2𝜔0s

2 −𝜔0
2s − 𝑘𝜔0

2

𝜏s4 + s3 + 2𝜔0s2 + 𝜔0
2s + 𝑘𝜔0

2 Eq.n 5.2-19 

Fig. 5.2-8 illustrates the frequency responses related to noise reduction 

using parameters k = 0.75ω0 and τ = 0.01. It reveals that the IESO surpasses the 

ESO in noise-suppression efficiency at higher frequencies under an identical ω0 

setting. Conversely, to achieve comparable levels of disturbance estimation 

accuracy, the required ω0 for the ESO must be lower than that for the IESO. For 
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instance, when ω0 = 100, the magnitude of 𝐺Hθ(s) approximates -72 dB for the 

IESO and -30 dB for the ESO at high frequencies. This indicates that the IESO 

obtains a better noise suppression ability than the ESO. Furthermore, the slope 

of the IESO is -40dB/dec, while -20dB/dec for ESO, which indicates that the 

IESO features a better noise suppression ability at high frequency. 

-20dB/dec

-40dB/dec

 

Fig. 5.2-8 Error suppression response for position observation of ESO and IESO 

5.2.7 Analysis on System Stability 

As described in Chapter 2, regarding the PMa-SynRM system as linear, in 

which the nonlinearity was not discussed in this part. To ensure the stability of 

the system, the stability of the control system should be satisfied, as well as the 

IESO and the EEMF observer. The control system is based on the PI controller 

and a LUT, where the stability analysis can refer to [137], and the stability of the 

EEMF can refer to. This part will discuss the stability of IESO under the PMa-

SynRM control system in a detail way. 

There is an equivalent stability of the IESO system to make the control 

system stable. The stability constraints could be rewritten as Eq.n 5.2-20. 

𝜏s4 + s3 + 𝛽1s
2 + 𝛽2s + 𝑘𝛽2 = 0 Eq.n 5.2-20 

To make Eq.n 5.2-20 satisfied, Eq.n 5.2-21 could be obtained. 
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𝛽1 > 𝑘 + 𝜏𝛽2 Eq.n 5.2-21 

According to the Routh–Hurwitz theorem, Eq.n 5.2-22 should be satisfied. 

𝑘

𝜔0
+ 𝜏𝜔0 < 2 Eq.n 5.2-22 

where, τ > 0 and k > 0 should be satisfied. 

Furthermore, the overall stability of the control system must be considered, 

indicating that the cut-off frequency of the IESO needs to be sufficiently higher 

than the cut-off frequency of the speed loop. This requirement ensures both the 

stability, and the dynamic responsiveness of the control system are maintained. 

For the step-load torque disturbance, the error dynamics have been 

discussed in Chapter 5.1-7, the steady-state error is zero for both the ESO and 

IESO. But for the ramp load disturbance, the error of the ESO could be assumes 

as 3𝐶/𝜔0, where C is slope of the ramp. For the IESO, the error of the ESO 

could be assumes as 𝐶/𝑘, which is generally smaller the ESO does. 

5.2.8 Analysis on Parameter Selection 

 

Fig. 5.2-9 Error dynamics with different k and τ 

It is important to acknowledge that simultaneously ensuring accuracy in 

observation, responsiveness, and effective noise suppression is often challenging. 

Therefore, a thorough analysis of the impact of various parameters on these 

characteristics is essential to achieve an optimal balance among them. The 
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primary focus should be on the capability to observe torque disturbances and 

minimum noise in position effectively. The objective here is to maintain superior 

noise suppression while simultaneously minimizing observation errors. 

 

Fig. 5.2-10 Noise suppression with different k and τ 

Fig. 5.2-9 and Fig. 5.2-10 show the parameters relationship between the 

error dynamics and the noise suppression ability in the low frequency and high 

frequency domain with respect to the torque disturbance estimation performance, 

respectively. k has little influence on the noise suppression ability while τ directly 

determines the noise response of high frequency domain. In summary, τ need to 

be adjusted to determine the high frequency response and k need to be adjusted 

to determine the low frequency response for the PMa-SynRM. 

 

Fig. 5.2-11 Error dynamics for position with different k and τ 

On the other hand, the position signal observation ability is another key 

point that should be considered. Fig. 4.2-11 shows the influence on the position 
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observation error and Fig. 5.2-12 shows the noise suppression ability with 

different k and τ. 

 

Fig. 5.2-12 Noise suppression for position with different k and τ 

Design the cut-off

frequency ω0 of the
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(23) hold

End
 

Fig. 5.2-13 Parameter selection procedure 

From Fig. 5.2-11 and Fig. 5.2-12, the k and τ have little influence on the 

position error. But for the noise suppression ability, τ plays a vital role. It could 

be concluded that parameter τ only need to be considered in the position error 

selection. In general, the signal to noise ratio of the measurement sensor should 

be considered, thus τ could be decided. Then, k decided to meet Eq.n 5.2-22. Fig. 

5.2-13 shows the steps of the parameter selection process. 

5.2.9 Experiments Verification 
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Fig. 5.2-14 Speed and current response for the step load 

To verify the effectiveness of improving the dynamic response performance 

of the control system, comparison experiments of PI+PLL, conventional ESO, 

and IESO control were carried out to research the effectiveness of the proposed 

control strategies. Fig. 5.2-14 shows the speed and current response for a step 

load from 0 Nm to 1.9 Nm and reverse load. 

From Fig. 5.2-14, it could be observed that the proposed IESO features a 

fast dynamic response compared to the ESO and PI+PLL group. For IESO group, 

it takes 0.2 s to get the steady state in the loading process, while 0.24 s and 0.25 

s separately for the ESO and PI+PLL group. Furthermore, it takes 0.21 s to 
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stabilize, while 0.23 s and 0.26 s separately in the unloading process. This is 

because that the PI+PLL contains no feedforward loop compared to the ESO and 

IESO. For the IESO, the improved structure makes it takes less time to converge, 

so that the fast dynamic response could be obtained. Meanwhile, the current 

feedback could further verify the method.   

A. Position Estimation Comparison 

Fig. 5.2-15 shows the position observation results for different methods 

including PI+PLL, ESO and IESO group. 

Fig. 5.2-15(a) to (c) present a comparative analysis of position estimation 

inaccuracies, alongside real and predicted positions during abrupt peak-load 

torque scenarios, evaluating the performance of the proposed IESO techniques. 

(a) highlights that the PLL observer integrated with a PI controller exhibits a 

mean position estimation inaccuracy of roughly 0.136 radians, indicating a high 

susceptibility to variations in load torque. In a stark contrast, (b) and (c) show 

that the mean errors in position estimation for the ESO and IESO methodologies 

are substantially reduced, marked at merely 0.1 radians and 0.067 radians, 

respectively. Impressively, the accuracy in estimation by the IESO improves by 

33% over the ESO. The ESO's peak position estimation discrepancy, which 

spikes to 0.49 radians amid step peak-load torque conditions, suggests a risk of 

inadequate estimation precision, potentially impairing stability, and dynamic 

efficacy. On the other hand, the IESO significantly counters this challenge, 

limiting its peak error in position estimation to 0.42 rad thanks to the better anti-

disturbance ability. According to standard benchmarks, motor control efficacy is  
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Fig. 5.2-15 Sensor-less performance of a step load (a) PLL+PI group (b) ESO group (c)IESO 

group 

deemed satisfactory when the error in rotor position estimation does not exceed 

10°, making the stability of the PLL+PI, ESO, and IESO could be guaranteed. 
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Summarily, the IESO outshines traditional sensor-less approaches in terms of 

both steady and transient performance metrics. 

B. Noise Suppression Ability Verification 

In Chapter 5.2.9A, the position observation ability was verified by the 

experiments. In this part, the noise suppression ability will be further tested. 

0.75 0.8 0.85
1.8

2

T
o

rq
u

e 
(N

m
)

 

Fig. 5.2-16 Response of ESO and IESO under current noise 
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Fig. 5.2-17 Position error under injected noise (a) response for ESO; (b) response for IESO 

The influence of the current signal noise was simulated from the MATLAB, 
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the same level of current noise, which occupies 10% of the rated current, was 

injected into the ESO and IESO to observe the response of the torque observation. 

Fig. 5.2-17 shows the result of it. In the simulation, the same response time was 

adjusted to observe the anti-disturbance ability. It could be got that the IESO 

features a better anti-disturbance ability under the same dynamic response. 

From the analysis in Chapter 5.2.3, the current generally has a big influence 

on torque observation because the current directly influences the torque 

calculations. The variation of the torque on the position observation could be 

regarded as the changing of the torque under the current noise. The influence of 

it could be referred to the experiments part. And it will not be discussed here. 

To verify the influence of the position noise on the position observation 

ability, the simulation was done. In the simulation, the high frequency white 

noise of position signal was injected into the input of the ESO and the IESO. The 

results are shown in Fig. 5.2-17. It could be observed that the position error 

increases with the noise injection. For the ESO, it is 18.6%. However, for the 

IESO, it is 6.2% under the same position noise level. It could be concluded that 

the IESO features a better noise suppression ability from 18.6% to 6.2% under 

rated speed for position observation. 

5.3 Chapter Summary 

This chapter presents the development of an advanced MTPA and FW 

control strategy for PMa-SynRMs, utilizing an A-DESO combined with a LUT. 

The proposed control strategy demonstrates superior performance, featuring 

reduced steady-state errors, fast dynamic response, high resilience against load 
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disturbances, and effective suppression of current and position signal noise. 

Compared to traditional ESO methods, the A-DESO offers improved low-

frequency observation accuracy and stronger high-frequency noise suppression, 

leading to better stability in both MTPA and FW regions. The strategy also 

mitigates the issue of rebounding between operational conditions. Rigorous 

stability proofs and error analyses were conducted, accounting for parameter 

mismatches, and the parameter calculation method for PMa-SynRM was 

outlined. Experimental results indicate a significant reduction in overshoot by 

63 rpm and a 0.2-second decrease in convergence time within the MTPA region. 

Additionally, this study explored a sensor-less control method aimed at 

improving the dynamic response, reliability, and cost-efficiency of PMa-

SynRMs. Traditional sensor-less approaches using EEMF and PLL often result 

in position observation errors and phase lags. To overcome these limitations, an 

innovative control topology was proposed, integrating an arctangent function for 

angle calculation and an IESO to suppress noise in the position signal and 

accurately monitor torque disturbances. The IESO demonstrated enhanced low-

frequency gain and noise suppression capabilities, significantly reducing 

observation errors and phase lags compared to conventional ESO and PLL 

techniques. 

The proposed A-DESO and IESO control schemes were validated through 

comprehensive simulations and experiments, confirming substantial 

improvements in system performance, including better speed regulation, reduced 

fluctuations, and enhanced noise suppression. This research offers valuable 
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contributions to sensor-less control strategies for PMa-SynRMs, optimizing their 

performance and reliability across various industrial applications. 
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Chapter 6 Conclusions and Further Work 

6.1 Summary of this Thesis 

This thesis presented a comprehensive study of Permanent Magnet-

Assisted Synchronous Reluctance Motors (PMa-SynRMs), focusing on their 

characteristics and control strategies. PMa-SynRMs have emerged as a 

promising alternative to conventional motors like IPMSMs and SynRMs, 

offering a balance between cost and performance due to their reduced reliance 

on rare-earth materials and improved efficiency. 

The introductory chapter provided a detailed background on the 

motivations for studying PMa-SynRMs, highlighting the technical and economic 

benefits compared to IPMSMs and SynRMs. It was noted that while IPMSMs 

offer high efficiency and performance, they are costly due to the use of rare-earth 

magnets. SynRMs, on the other hand, are cost-effective but lack the same 

efficiency and power density. PMa-SynRMs were introduced as a hybrid 

solution that incorporates the reluctance torque of SynRMs and the permanent 

magnet torque of IPMSMs, using ferrite materials to enhance performance 

without significantly increasing costs. 

Subsequent chapters delved into the technical principles and performance 

characteristics of these motors. A comparison of IPMSM, SynRM, and PMa-

SynRM was carried out to elucidate their respective advantages and application 

areas. It was found that PMa-SynRMs, with their combined benefits of high 

power factor, efficiency, and lower cost, are particularly suitable for applications 

requiring high reliability and moderate cost considerations, such as new energy 
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vehicles and industrial drive systems. 

A significant portion of the thesis focused on addressing the inherent 

challenges in controlling PMa-SynRMs, such as their high degree of nonlinearity 

and parameter uncertainties. The proposed advanced control strategies 

effectively tackled issues like inductance variation, magnetic saturation, and 

cross-saturation. Through the development of more precise motor models, the 

research successfully enhanced steady-state performance using optimized MTPA 

control, with an improvement in MTPA angle ripple reduction by up to 12%. 

Meanwhile, the stator current reduced 1.52% with the same torque output 

adopting the proposed MTPA angle error compensation method. Furthermore, 

the dynamic response was improved by increasing anti-disturbance robustness 

and minimizing convergence times during large torque fluctuations, with a 

reduction in response time from 0.6 seconds to 0.4 seconds under specific test 

conditions. 

In conclusion, this thesis successfully demonstrated the potential of PMa-

SynRMs as a cost-effective, high-performance alternative to traditional motors. 

The research provided a solid foundation for their control strategies and practical 

applications, offering valuable insights that underline the motors' suitability for 

a wide range of industrial uses. These findings contribute to the growing body 

of knowledge and lay a robust foundation for further advancements in the field. 

6.2 Further Work 

Despite the significant advancements presented in this thesis, several areas 

warrant further exploration to fully harness the potential of PMa-SynRMs. 
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Future research should focus on the following aspects: 

a) Based on the proposed PMa-SynRM model, advanced control including 

sensor-less control, MTPA control, FW control, sliding mode control could be 

designed based on the proposed one. 

b) For the PRFSI method, the BPF could be improved to get a better high 

frequency current control performance, because the tracking delay existed for 

the traditional one. 

c) For the online tracking MTPA control, the steady-state error could be 

further researched and compensated for a smaller steady-state error. 

d) the ESO could be designed based on the proposed model, and the non-

linear characteristics could be further analyzed. 
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