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Abstract. This chapter introduces a novel system tailored for emotion recogni-
tion in speech within online educational platforms. Developed using MATLAB, 
this system harnesses cutting-edge machine learning methodologies, employing 
datasets from the Berlin Database of Emotional Speech (EmoDB) and the Ryer-
son Audio-Visual Database of Emotional Speech and Song (RAVDESS). Precise 
detection and categorization of emotional expressions in speech are made possi-
ble by the hybrid model it employs, which combines Long Short-Term Memory 
(LSTM) networks with one- and two-dimensional convolutional neural networks. 
This system effectively improves the interpretation of student emotions in virtual 
learning contexts, achieving an impressive accuracy rate of 83.95%. However, 
it is important to note that this work also underscores the necessity for ongo-
ing research to further refine the system’s performance and dependability. This 
endeavour marks a crucial advancement in customizing online education, aiming 
to foster more empathetic and engaging virtual learning environments. 

Keywords: Smart Campus · Speech Emotion Recognition (SER) · Convolution 
Neural Networks · Intelligent Tutoring · Long Short-Term Memory 

1 Introduction 

Speech is the fundamental basis of human contact, facilitating the seamless flow of 
thoughts and emotions [1]. Since the 1960s, significant strides have been made in speech 
recognition technology, enabling computers to convert spoken language into written text 
[1]. This technology has permeated various sectors, revolutionizing interactions through 
applications such as virtual assistants, voice-operated controls, real-time translation ser-
vices, and customer support systems. Consequently, it has bolstered efficiency and paved 
the way for a more intelligent way of life [2]. 

Despite the many advancements in speech recognition technology, traditional sys-
tems primarily focus on the linguistic aspects of speech and often overlook the emotional 
nuances essential for human communication. This recognition of emotional under-tones 
has given rise to the emergence of Speech Emotion Recognition (SER), a field dedicated 
to interpreting emotions such as joy, anger, or sadness from vocal expressions. As a result,
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this enriches interactions by transcending mere words [3]. Modern Human-Computer 
Interaction (HCI) relies heavily on SER, which provides creative solutions like tracking 
drivers’ emotional moods to avoid collisions [4]. SER goes beyond theoretical applica-
tions and has practical implications across various domains. It improves customer service 
by allowing representatives to assess caller emotions and respond empathetically [4]. 

By allowing tutors to identify and address students’ emotional needs, SER tech-
nology significantly improves the academic experience in educational environments, 
especially those that are online [4]. Through real-time evaluation of emotional states 
and speech patterns, SER offers crucial insights that can greatly enhance the learning 
environment [5]. This technology extends its benefits to evaluating instructors’ emo-
tional stability, which directly influences the efficacy of their teaching and the quality 
of information delivery. Additionally, recognizing learners’ emotions facilitates the cus-
tomization of teaching strategies to accommodate individual learning preferences and 
emotional states, thereby fostering a supportive atmosphere that boosts student moti-
vation and engagement [6, 7]. Moreover, SER allows for continually monitoring and 
adjusting teaching methods and resources based on real-time feedback regarding stu-
dents’ emotional conditions, empowering educators to refine their online instructional 
approaches [8]. However, despite its substantial potential, the successful implementation 
of SER within educational frameworks faces challenges that require ongoing innovation 
and adaptation to realize its benefits fully [3]. 

The work presented in this chapter aims to develop an innovative system for recog-
nizing emotions in speech tailored explicitly for online education. This system, resulting 
from a final-year project-based initiative [9], is more than just an enhancement; it is an 
extra crucial tool designed to transform how personal tutors understand and respond to 
their students’ emotions within virtual learning environments. The process of extracting 
emotions from the speech signal is carefully crafted to support online tutoring, making it 
an invaluable resource for students engaged in remote learning. Integrating an emotional 
extraction mechanism enables personal tutors to gain deeper insights into their students’ 
perceptions and emotional states [10–12]. This capability is essential for maintaining 
understanding and pastoral care during personal tutoring sessions and adapting to the 
dynamic educational shifts brought about by global challenges [13]. 

As a result, this chapter is dedicated to exploring the various challenges associated 
with the SER and evaluating both traditional and contemporary methodologies. The 
goal is to identify the most effective strategies for implementing SER in online teaching 
platforms, ultimately enhancing emotional connectivity and the overall responsiveness 
of virtual learning environments. The subsequent sections of this chapter are organized as 
follows: Sect. 2 provides a concise review of the literature concerning feature extraction, 
classification, and both machine and deep learning within the context of SER. Section 3 
outlines the proposed system’s workflow, and Sect. 4 offers a detailed overview of 
the proposed emotional extraction system. The findings and analytical discussions are 
explored in Sects. 5 and 6, respectively, with Sect. 7 concluding the study.
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2 Literature Review 

Identifying emotions through speech involves two key steps: feature extraction and fea-
ture classification [14]. In the first stage, a continuous signal, speech varies significantly 
across different utterances, each containing unique emotional cues. Researchers have 
extensively investigated various aspects of speech to capture this rich emotional content 
effectively. Many studies have analyzed acoustic and speech quality features to develop 
a comprehensive framework for representing emotions within speech [15–17]. Acoustic 
features typically include elements such as formants, which are concentrated energy 
bands in the vocal spectrum, as well as short-term energy and fundamental frequency 
reflecting pitch and intensity dynamics in speech [18]. On the other hand, speech qual-
ity features comprise characteristics like pitch variation, speech rate, and volume, each 
playing a vital role in conveying emotional states [19]. Illustratively depicted in Table 1, 
these diverse speech features are meticulously analyzed to align with corresponding 
emotional expressions, enabling the nuanced detection and classification of emotions. 
This systematic approach enhances emotion recognition accuracy and enriches the inter-
face between humans and technology by providing a more intuitive understanding of 
emotional subtleties in spoken language. 

Table 1. Emotion versus speech feature (recreated from [3]) 

Emotions Pitch Intensity Speaking rate Voice quality 

Anger abrupt on stress much higher marginally faster Breathy, chest 

Disgust wide, downward 
inflexions 

lower much faster irregular voicing 

Fear wide, normal lower much faster irregular voicing 

Happiness much wider, upward 
inflexions 

higher faster/slower breathy, blaring 
tone 

Joy High mean, wide 
range 

Higher Faster Breathy, blaring 
timbre 

Sadness slightly narrower downward 
inflections 

lower resonant 

The next step involves creating classifiers divided into linear and non-linear types. 
These classifiers are essential for identifying emotional cues in speech [3]. Linear classi-
fiers, such as Perceptrons, Linear Regression, and Logistic Regression, typically organize 
data along a straight line to categorize emotions [20]. On the other hand, non-linear clas-
sifiers use complex hyper-surfaces and handle multi-dimensional data, including Deci-
sion Trees, Gaussian kernel SVMs, and Gradient Boosting Decision Trees (GBDT) [20]. 
These non-linear classifiers are particularly effective in the SER domain because they can 
manage speech signals’ inherent complexity and variability. Non-linear classifiers have 
a significant advantage over linear classifiers. They can be used in three-dimensional 
and multi-dimensional contexts, unlike linear classifiers. Different classification meth-
ods have been explored in the domain of SER, as outlined in Table 2. Linear classifiers



142 S. Welsen and Y. Liu

are limited in their ability to handle the complexity of speech signals, while non-linear 
classifiers can effectively address the intricacies and variations in speech. Studies have 
confirmed non-linear classifiers’ superior efficacy and accuracy [3, 21, 22]. However, 
there is room for improving their overall performance and adaptability in practical set-
tings [22]. For example, when an SVM classifier detects three emotions, it achieves an 
accuracy rate of about 90%. However, when the emotional range expands to seven, SVM 
integration with decision tree techniques is required to maintain high accuracy, achiev-
ing a peak accuracy of 82.9%. The effectiveness of these classifiers varies significantly 
across different languages and speech databases, with some studies recording accuracies 
as low as 56.25% [22]. This highlights the need for ongoing improvements in classifier 
performance across diverse linguistic contexts. 

Table 2. Various Classifiers used for Speech Emotion Recognition (SER) 

Classifiers Linear or 
Non-linear 

Reference 

SVM classifier Linear or 
Non-linear 

[20] 

PCA classifier Linear or 
Non-linear 

[23] 

ELM classifier Linear or 
Non-linear 

[3] 

HMM classifier Non-linear [24] 

GMM classifier Non-linear [24] 

Bayes classifier Linear [3] 

K-Nearest Neighbor 
classifier 

Linear [3] 

Recent advancements have shifted towards deep learning in SER, which eliminates 
the need for manual feature extraction and classification, unlike traditional machine 
learning methods [3]. Popular deep learning architectures like Recurrent Neural Net-
works (RNN), Long Short-Term Memory Networks (LSTM), and Convolutional Neural 
Networks (CNN) have proven highly effective in advancing SER capabilities [25]. Deep 
learning models have achieved remarkable recognition accuracies, reportedly as high as 
97.1% for identifying four distinct emotions [22]. 

However, traditional machine learning still holds value, mainly due to its cost-
effectiveness and simplicity, despite its lower precision compared to deep learning. Deep 
learning boasts higher scalability and potential accuracy but at a higher complexity and 
cost [3]. The ongoing challenge within SER is to find an optimal model or classifier that 
balances high accuracy with practical applicability, especially for online educational 
platforms. Moreover, the SER field grapples with limited datasets that lack real-time 
relevance, typically recorded under controlled conditions without considering environ-
mental variables like background noise. This limitation presents a clear and distinct
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difference when compared to other fields of machine learning, such as image processing 
or speech recognition, which have databases that consist of millions of samples. 

3 Proposed System Workflow 

The suggested system’s workflow, as shown in Fig. 1, is divided into three main steps to 
enhance speech emotion recognition. The initial stage, Data Input, focuses on collecting 
and carefully observing speech data, ensuring its quality and relevance for subsequent 
analysis. Transitioning into the second stage, the process shifts to feature extraction 
and generating feature vectors suitable for machine learning. This involves assigning 
emotional labels to the speech samples, refining the dataset by removing or adjusting data 
based on emotional relevance, standardizing and preparing data for analysis, enhancing 
the dataset’s size and variability through data augmentation, and extracting key features 
indicative of emotional states. The final stage, Machine Learning, utilizes the prepared 
data to train the model to recognize and classify emotions, followed by testing the 
model with a separate data set to verify its accuracy in identifying emotions across 
diverse scenarios. This streamlined workflow is designed to ensure that the system is 
both robust and reliable in real-world applications. 

Fig. 1. Speech Emotion Recognition Workflow 

The effectiveness of the model was validated using two established datasets renowned 
in the Speech Emotion Recognition (SER) arena: the German Emotional Speech 
(EmoDB) dataset and the Ryerson Audio-Visual Database of Emotional Speech and 
Song (Ravdess) dataset. These datasets are pivotal for enabling comparative studies 
with existing research. The EmoDB dataset features contributions from ten professional 
actors—equally divided between males and females—who recorded 535 spoken phrases 
depicting common conversational emotions, including anger, boredom, anxiety, happi-
ness, sadness, disgust, and neutrality. Initially captured at a sampling rate of 48 kHz,
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these recordings were subsequently down-sampled to 16 kHz to meet processing stan-
dards [26]. Similarly, the Ravdess dataset features contributions from twenty-four pro-
fessional actors, evenly split between males and females, who performed eight distinct 
emotions. These emotions include neutral, calm, happy, sad, angry, fearful, disgusted, 
and surprised expressions. This dataset contains 1440 speech files, establishing a solid 
foundation for detailed emotional analysis throughout the project [27]. This compre-
hensive collection of emotional speech files significantly enhances the model’s training 
and validation phases, ensuring a thorough assessment of its performance across var-
ied emotional contexts. The distribution of emotion classes across the two datasets is 
illustrated in Fig. 2. 

Fig. 2. Emotion classes distribution of EmoDB dataset (left) and Ravdess dataset (right) 

4 Proposed Emotion Detection System Development 

The emotions in the two datasets were initially focused on everyday communication 
contexts. However, due to the educational focus of this project, it was necessary to adapt 
these datasets to suit academic settings better. This adaptation was crucial for enhancing 
the project’s relevance and improving the model’s applicability in educational scenarios. 
As a result, the emotional spectrum was expanded to include specific categories: Disgust 
was redefined as Dislike and Anxiety or Fear was redefined as Confusion. A more detailed 
range of Curiosity to Happiness, while Anger was redefined as Frustration [28–30]. This 
expansion re-fined the specificity of emotion recognition and ensured a more nuanced 
understanding of emotional cues in educational contexts. Each audio file in the dataset 
was carefully tagged with the appropriate sentiment to align the emotional content with 
the label property of the audio datastore object, thereby enhancing the system’s accuracy. 

In order to maintain consistency between the two datasets, the duration of the audio 
snippets was standardized to four seconds by either clipping or padding the files. Only the 
data from the initial channel was utilized for the audio files in the Ravdess dataset, which 
were recorded using binaural technology. Although efforts were made, the datasets still 
presented issues due to their small size and uneven distribution of emotion categories. 
In order to address this issue, a total of 100 different data augmentation approaches
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were implemented on each audio file, therefore improving the model’s capacity to gen-
eralize [31]. These augmentations involved normalizing the audio to reduce amplitude 
variations, thus making model training more stable. Additionally, parallel processing 
was used to more efficiently handle data partitions, which helped speed up the overall 
processing time. 

The audio clips are segmented into frames that last 128 ms each, with a 32-ms 
overlap between frames. Each frame is processed using a Hamming window function 
to reduce the impact of signal boundary effects. The features selected include pitch, 
intensity, and Mel spectrogram. Pitch values are extracted for each frame, creating a 
sequence that varies over time. Similarly, intensity values are calculated for each frame, 
generating another dynamic sequence. The pitch and intensity data are structured as 
one-dimensional arrays. Conversely, the Mel-Spectrum is represented as a matrix with 
two dimensions. This matrix is then averaged over time to create a vector with only 
one row. The vectors are merged to create a comprehensive feature vector for machine 
learning, guaranteeing uniform length across all feature vectors. 

This study utilizes a 1D Convolutional Neural Network (CNN), which manages 
structured data and is particularly effective in extracting temporal details from audio 
signals [31]. The network architecture includes several key components: 

Input Layer: Receives time series data structured into 240 features. 
Convolutional Layers: This model comprises two 1D convolutional layers. The 

initial layer contains thirty-two filters of size five, utilizing causal padding to align 
outputs with inputs and prevent the leakage of future information. The second layer 
increases to 64 filters, maintaining the size and causal padding. 

Activation and Normalization: Each convolutional layer is followed by a ReLU 
activation function to add nonlinearity and a normalization layer to accelerate training 
and stabilize the model. 

Pooling Layer: This layer employs global average pooling (GlobalAveragePool-
ing1D) across the time dimension, reducing the feature set to one dimension, which 
minimizes parameters and combats overfitting. 

Fully Connected and Output Layers: The network progresses to a fully connected 
layer that connects to a classification layer. The number of categories within the train-
ing set determines the size of the classification layer. The network employs a softmax 
function to provide a probabilistic distribution of the predicted categories. 

Classification Layer: This final layer calculates the loss and predicts classes 
according to the softmax output. 

Figure 3 shows the model’s architecture. The training regime included the Adam 
optimizer for up to 200 iterations with an initial learning rate of 0.01, employing left-
padding to standardize input lengths and a mini-batch size of 27. For the training of a 2D 
CNN, the complete Mel-Spectrum is utilized as input, acknowledging its critical role in 
enhancing classification accuracy. Enhancements to this hybrid model include reducing 
the maximum number of batch sizes to thirty-two and an adjusted initial rate of learning 
to 0.005 after the first two training cycles, alongside the integration of L2 regularization 
to curb complexity and prevent overfitting. Training adjustments are monitored using a 
validation dataset during each epoch to ensure optimal model performance. This app-
roach is incredibly potent in handling the dynamic nature of audio data, capitalizing
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on LSTM networks to capture extensive temporal dependencies and localized features 
crucial for effective emotion recognition. 

Fig. 3. The proposed 2DCNN LSTM model architecture 

5 Results 

The results presented in this study involved systematically assigning emotion codes to 
label audio files from the dataset through manual verification. Additionally, the number 
of files within different emotional categories was meticulously counted and cross-verified 
against the dataset specifications to confirm the precision of the emotion mapping pro-
cess. An audio file for each emotion was randomly selected during the pre-processing 
phase to generate graphs in the time domain, frequency domain, and Mel-Spectrum. For 
the 1D Convolutional Neural Networks (CNNs), the pitch, intensity, and Mel-Spectrum 
vectors must be aligned as row vectors with uniform column counts. This project uti-
lizes two main types of features for network training: the feature matrix and the label 
vector. The feature matrix contains the attributes of the audio files, while the label vec-
tor categorically encodes the emotional labels for each audio sample, providing a clear 
emotional context. The feature matrix is structured as an n x 1 cell array, with  each 
cell containing a double-type matrix. On the other hand, the label vector is organized 
as an n x 1 categorical array, with each row representing an emotional category. The 
input requirements differ between the two models: two-dimensional for a 1D CNN and 
three-dimensional for a 2D CNN. This setup ensures precise alignment of the feature 
matrix and label vector, as illustrated in Table 3. 

The integrated datasets were segmented into training, validation, and test sets in 
ratios of 70%, 15%, and 15%, respectively. The analysis utilized a confusion matrix 
to assess the model’s performance against actual test data labels, focusing on accuracy, 
precision, recall, and F1 scores as key metrics. Initially, the best CNN 1D model achieved 
approximately 70% accuracy. By adopting a more sophisticated model and optimizing 
training through increased epochs and early stopping, the validation accuracy improved 
to 83.95%, with overall model accuracy reaching 78%, illustrated in Tables 4 and 5. The  
data of the confusion matrix is illustrated in the form of the scores of Precisions, Recall, 
and F1 performance indicators, as described in Table 6.
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Table 3. Feature matrix and Label vector for 1D CNN and 2D CNN 

1D CNN 2D CNN 

# Feature Label Feature Label 

1 200 × 1 double 7 Neutral 128 × 1 × 56 double 7 Neutral 

2 200 × 1 double 1 Frustration 128 × 1 × 56 double 7 Neutral 

3 200 × 1 double 4 Confused 128 × 1 × 56 double 7 Neutral 

4 200 × 1 double 7 Neutral 128 × 1 × 56 double 7 Neutral 

5 200 × 1 double 6 Sadness 128 × 1 × 56 double 4 Confused 

… … … … … 

n 200 × 1 double 7 Neutral 128 × 1 × 56 double 6 Sadness 

Table 4. Confusion Matrix - CNN 2d LSTM; No. DA = 100; Epochs = 3; 

Frus. Bore. Disl. Conf. Happ. Sadn. Neut. 

Frus. 87.3% 0% 0.0% 0.0% 5.3% 0.0% 7.4% 

Bore. 0.0% 67.6% 8.3% 0.0% 8.3% 0.0% 15.8% 

Disl. 0.0% 2.5% 65.0% 0% 15.0% 0.0% 17.5% 

Conf. 9.3% 0.0% 10.0% 90.4% 0.0% 0.0% 0.0% 

Happ. 19.1% 0.0% 0.0% 0.0% 80.9% 0.0% 0.0% 

Sadn. 0.0% 11.1% 11.1% 11.1% 0.0% 55.6% 11.1% 

Neut. 0.0% 31.7% 0.0% 0.0% 0.0% 0.0% 68.3% 

Acc. 74.4% 

Table 5. Confusion Matrix - CNN 2d LSTM; No.DA = 100; Epochs = 10; EarlyStop 

Frus. Bore. Disl. Conf. Happ. Sadn. Neut. 

Frus. 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

Bore. 0.0% 83.3% 8.3% 0.0% 8.3% 0.0% 0.0% 

Disl. 14.3% 0.0% 85.7% 0.0% 0.0% 0.0% 0.0% 

Conf. 10.0% 0.0% 0.0% 80.0% 10.0% 0.0% 0.0% 

Happ. 0.0% 0.0% 27.3% 0.0% 72.7% 0.0% 0.0% 

Sadn. 11.1% 0.0% 0.0% 0.0% 0.0% 88.9% 0.0% 

Neut. 33.3% 0.0% 0.0% 0.0% 0.0% 0.0% 66.7% 

Acc. 78%
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Table 6. Precision, Recall, and F1 Scores 

Class Precision Recall F1 Score 

Frustration 59.3% 100.0% 74.4% 

Boredom 100.0% 83.4% 90.9% 

Dislike 70.7% 85.7% 77.5% 

Confusion 100% 80.0% 88.9% 

Happiness 79.9% 72.7% 76.1% 

Sadness 100.0% 88.9% 94.1% 

Neutral 100.0% 66.7% 80.0% 

6 Discussion 

Figure 4 illustrates the training progression chart linked with the confusion matrix 
detailed in Table 4. Over approximately 3500 iterations in a single GPU setup, the model 
underwent three comprehensive training cycles. The training accuracy, depicted by a 
blue curve, notably escalates from about 10% to a stable rate near 80%, with a smoothed 
accuracy curve aiding in tracking these consistent upward trends. This demonstrates 
the model’s capacity to learn from the data incrementally. Conversely, the verification 
accuracy begins higher and remains relatively constant, peaking at 81.48%, suggesting 
effective prevention of overfitting. 

The training loss experiences a sharp decrease initially, levelling outpost the first 
epoch consistently below 0.5, indicative of a robust model fit. Notably, training loss 
consistently stays below validation loss, reflecting the model’s solid generalization to 
new data. Eventually, the loss plateaus, hinting at convergence to a potentially optimal 
solution. The model incorporated early stopping and batch normalization strategies to 
mitigate overfitting, though a slight gap between training and validation accuracies sug-
gests some overfitting. Enhancements in early stop-ping routines and expanded use of 
cross-validation methods could further bolster model generalization [32]. 

Turning to specific emotion recognition, as depicted in Table 5, the model demon-
strates 100% precision in identifying “boredom,” confidently distinguishing it from other 
emotions. However, with an 83.4% recall rate, some “bored” in-stances are mislabeled, 
often confused with “dislike” and “happiness,” underscoring the overlapping vocal char-
acteristics of these emotions. Despite these challenges, the model’s F1 score of 90.9% 
underscores a strong balance between precision and recall, reflecting reliability. Future 
enhancements could focus on improving recall to boost this F1 score, optimizing both 
accuracy and consistency in real-world scenarios. Comparative studies, like those by Wu 
[33] and Huang [34], which achieved accuracies of 75.5% and 85.2% using the EmoDB 
dataset, further contextualize this model’s performance within the field.
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Fig. 4. The training progress chart related to Table 4 

7 Conclusion 

This chapter concludes a final-year project-based module that effectively deployed one-
dimensional convolutional neural networks alongside advanced deep learning structures 
combining CNNs and LSTM networks to develop SER systems in online educational 
environments. Utilizing well-known datasets such as EmoDB and Ravdess, the project 
achieved a validation accuracy of up to 83.95%. The results underline the potential of 
these technologies to identify complex emotional states and adapt to real-world settings 
accurately. However, the advancement of SER systems must carefully address ethical and 
privacy issues, particularly as they handle sensitive personal data that could be misused 
if protections are inadequate. Ensuring robust data protection and clear data handling 
policies is essential. 

Additionally, the possibility of inherent biases must be considered. Without diverse 
training datasets—including variations in race, gender, linguistic accents, and cultural 
and emotional expressions—SER systems risk perpetuating existing social biases and 
delivering discriminatory outcomes. Future initiatives might incorporate unsupervised 
learning to leverage unlabeled data, thus enhancing SER systems’ versatility across 
various languages and cultural backgrounds. Expanding the range of emotional states 
in datasets and advancing real-time processing capabilities could further refine the 
practicality and impact of SER technologies. 
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