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Abstract.  

 

Authenticating the identity of examinees in online proctored examinations is a 

significant challenge, particularly when invigilators are unfamiliar with the stu-

dents. The traditional method of identity verification, involving visual inspection 

of the examinee and their student identification card, is inadequate in the online 

environment. A speaker authentication system, designed for use in combination 

with the aforementioned visual checks in online proctored exams, was developed. 

The advanced speech recognition technologies incorporated result in accurate 

verification. The system offers a universal solution for exam invigilators, elimi-

nating the need for prior acquaintance with the examinee, and its Graphical User 

Interface contributes to its user-friendliness for the proctor. It is also user-friendly 

for the examinee as it does not require them to have any additional hardware or 

install any additional software. The proposed robust and reliable speaker authen-

tication system addresses the challenge of preventing contact cheating by way of 

impersonation in online proctored examinations. 
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1 Introduction 

In response to the global pandemic, the University of Nottingham Ningbo China 

(UNNC) introduced proctored online examinations to accommodate international stu-

dents unable to return to campus. This shift, while necessary, has presented significant 

challenges in verifying the identities of online examinees, particularly when invigilators 

are unfamiliar with the students. Traditional methods, which rely heavily on the visual 

inspection of the examinee and their student identification card (ID), have proven in-

sufficient in the online environment. This inadequacy underscores the urgent need for 

a more reliable system of authentication, a system that can effectively address the com-

plex challenges we are facing. The proposed Speaker Authentication System, with its 

innovative approach, is not just a potential solution, but a necessary one to ensure the 

integrity and credibility of online exams. 

 

Online proctoring at UNNC ensured that assessments remained invigilated, mirror-

ing the controlled conditions of on-campus exams and maintaining fairness across the 
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student body, regardless of their physical location due to COVID-19 restrictions. How-

ever, the current system has its limitations. Most UNNC students were present on cam-

pus for these assessments; however, those who were quarantined or unable to enter 

China were monitored online. While faculty members typically invigilated exams for 

on-campus students, online proctoring for remote students was managed by external 

services or other university employees, potentially leading to a lack of personal recog-

nition in verifying student identities [1]. This issue was further complicated in situations 

where space constraints forced the separation of students from the instructing faculty 

during computer-based tests. These limitations underscore the pressing need for a more 

robust authentication system. Although UNNC does not currently utilize online proc-

toring, the possibility of its reimplementation in future scenarios remains [2]. The chal-

lenge is managing the logistics of such assessments and ensuring they are conducted 

with integrity. Academic misconduct, a potential risk even under supervised conditions, 

can still occur if the identity verification process is compromised [3]. This reiterates the 

need for a more secure authentication system, such as the proposed Speaker Authenti-

cation System, to prevent misconduct and maintain online exams' credibility. Varia-

tions in appearance due to factors like makeup or hairstyle, along with potential limita-

tions in video quality due to poor internet connections, can further obscure the identities 

of examinees [4]. In these cases, traditional visual verification methods fall short, ne-

cessitating additional measures to confirm that the person being examined is the student 

enrolled in the course [5]. The gravity of these challenges cannot be overstated, high-

lighting the necessity of a more reliable authentication system. 

 

This paper advocates for a novel solution: a speaker authentication system specifi-

cally designed for the unique requirements of proctored exams in a remote learning 

context. The proposed solution is an outcome of a final year project-based learning [6]. 

This system is not merely an adjunct but a comprehensive tool that bolsters the integrity 

of online examinations. It introduces a dual-authentication mechanism that supple-

ments traditional student ID checks. This is particularly crucial in cases where physical 

IDs are damaged or lost. Notably, the proposed system is designed to be user-friendly, 

requiring no additional hardware or software installations on the examinee's part, thus 

ensuring accessibility and ease of use. By implementing a speaker authentication sys-

tem, institutions can enhance the security and reliability of their remote assessments, 

ensuring that each student's identity is verified through robust, technologically ad-

vanced methods. This system not only supports the academic fairness and integrity re-

quired during these examinations but also adapts to the evolving landscape of education 

in the face of ongoing global challenges. 

2 Literature Review 

The transition to online education, necessitated by the COVID-19 pandemic, has 

propelled the adoption of online examinations as a critical assessment method [7, 8]. 

Recognized as an effective alternative for student evaluation, online exams have surged 

in popularity due to their inherent conveniences and flexibilities [9, 10]. The benefits 
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of online examinations include reliable grading, cost-efficiency, time savings, and their 

suitability for formative assessments [11]. These exams offer unparalleled flexibility 

and convenience for learners and institutions, making them highly favored in academic 

settings [2]. Despite these advantages, online examinations are not without challenges. 

Students often encounter technical difficulties, which impede their ability to perform 

optimally during exams. Moreover, concerns about privacy invasion and the potential 

for academic dishonesty are significant [2, 7, 9]. The prevalence of academic dishon-

esty has emerged as a formidable challenge, with common cheating practices threaten-

ing the integrity of online assessments [7, 12]. Ensuring the enforcement of academic 

integrity is, therefore, crucial, as the credibility of online examinations hinges on robust 

mechanisms to mitigate dishonest behaviors [1]. 

Introducing remote proctoring services, which utilize lockdown browsers and 

webcam monitoring, has responded to these challenges. Although these services have 

led to a noticeable reduction in average exam scores, suggesting a positive impact on 

academic integrity, they also raise concerns about their implications on student well-

being and equity [3, 13-15]. The potential adverse effects on mental health and the 

creation of inequitable assessment conditions have been highlighted as significant 

drawbacks [16]. Additionally, the trade-offs between student privacy and the effective-

ness of proctoring services, especially concerning the collection of identifiable infor-

mation, have been debated among educators [4]. To mitigate these issues, integrating 

various proctoring techniques, such as live webcam monitoring and biometric verifica-

tion, has been suggested to enhance security and fairness [17]. 

In biometric verification, voice biometrics has emerged as a promising solution for 

authenticating identities in an online proctoring context. Voice biometrics, or Auto-

matic Speaker Verification (ASV), provides high accuracy in identifying and authenti-

cating individuals based on voice samples [18]. ASV systems are secure and can be 

adapted for continuous authentication, making them a preferred choice in various secu-

rity-sensitive environments, including educational settings [19]. The application of 

speaker authentication in online exams confirms students' authenticity, thereby enhanc-

ing the integrity of the examination process [20]. Moreover, it supports scalable inter-

actions between students and tutors while ensuring consistent validation of student 

identities over time, effectively addressing privacy concerns and institutional costs [5]. 

3 Methodology 

The methodology employed in this research harnesses a speaker recognition frame-

work developed in MATLAB, utilizing the Mel-Frequency Cepstral Coefficient 

(MFCC) for feature extraction [21] and the Gaussian Mixture Model-Universal Back-

ground Model (GMM-UBM) [22] for subsequent modeling and classification. While 

the GMM model generally performs well in speaker recognition, its effectiveness di-

minishes when faced with limited training data and short speech samples. To address 

this limitation, the Gaussian Mixture Model-Universal Background Model (GMM-

UBM) was proposed [23]. This approach involves collecting a large volume of speech 

data from non-target users, including both male and female speakers, which is then 
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combined to train a comprehensive GMM model. The Universal Background Model 

(UBM) is balanced regarding gender representation [24],  enabling the adaptation of 

speaker characteristics not adequately covered by limited training data. The UBM, a 

large-scale GMM model, is trained using the Expectation-Maximization (EM) algo-

rithm. During training, the Maximum A Posteriori (MAP) algorithm adapts the GMM 

model for each speaker. 

The performance evaluation of the proposed system is based on the Equal Error Rate 

(EER), calculated using the speaker False Rejection Rate (FRR) and False Acceptance 

Rate (FAR) [25]. The FRR is determined by testing the GMM model with its corre-

sponding speaker feature vector against a threshold range of -0.5 to 2.5 with intervals 

of 0.01. Similarly, the FAR is calculated by testing the GMM model with unmatched 

speaker feature vectors against the same threshold range. The FRR and FAR values are 

then used to generate two curves, with the EER indicating the point where these curves 

intersect. A lower EER signifies better system performance, as it represents the balance 

between false acceptance and false rejection rates at a specific threshold. 

The training and testing of the model were conducted using custom MATLAB pro-

grams developed for this purpose, utilizing the Google Speech Commands Dataset [26] 

as the source for training speech data. The implementation leveraged the Audio 

Toolbox and the Statistics and Machine Learning Toolbox. The proposed system em-

ploys speech-dependent recognition, emphasizing comprehensively evaluating authen-

tication accuracy. Initial system performance was evaluated using a designated dataset 

for offline processing. At the same time, real-time authentication efficacy was assessed 

using voice samples from a diverse group of 10 volunteer students, ensuring gender 

representation. This phase aimed to enhance text-dependent recognition's accuracy and 

operational efficiency, which has the potential for greater authentication precision. Be-

fore participation, all volunteers provided informed consent, which was approved by 

the faculty research ethics committee. 

4 Results 

The audio feature extractor function in MATLAB was utilized to extract Mel-Fre-

quency Cepstral Coefficients (MFCC) as depicted in Fig. 1. Training speech data for 

the Universal Background Model (UBM) was sourced from the Google Speech Com-

mands Dataset. Initially, a speech-dependent speaker recognition system was em-

ployed, with each speaker trained on their corresponding Gaussian Mixture Model-

Universal Background Model (GMM-UBM). The system's performance was evaluated 

using speech material from public databases, and the False Rejection Rate (FRR) and 

False Acceptance Rate (FAR) values were measured and plotted across thresholds rang-

ing from -0.5 to 2.5. These values were used to generate the Detection Error Rate (DER) 

curve.  
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Fig. 1. Extracted MFCC feature. 

Fig. 2 illustrates the FRR and FAR curves, with their intersection representing the 

Equal Error Rate (EER) and its corresponding threshold. The accuracy of the system, 

calculated as (1– EER) ×100, reached up to 97% in this pilot project. A user-friendly 

Graphical User Interface (GUI) was developed in MATLAB for system management. 

University administrative staff responsible for overseeing exams in the remote learning 

environment can utilize the GUI to add or delete speakers who, in this context, are 

students taking exams. The GUI allows admin staff to record and add users or import 

(.wav) format audio files into the system. This feature is handy for remote speech recog-

nition, where the admin can record a sample speech from the remote student and upload 

it to the cloud for processing. The system can then train a corresponding GMM-UBM 

model for each speaker and correctly identify the speaker, with the recognition results 

displayed on the GUI. 

 

 

Fig. 2. Equal Error Rate (EER) for specific threshold. 
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The GUI has two primary functions: recognizing speakers and adding new speakers. 

Users can choose between real-time recording or importing audio. The Import Audio 

feature is designed for remote speech recognition. Admin staff can upload the speech 

file to the cloud after recording, and the user imports the file into the cloud to complete 

the recognition or addition of the speaker. The GUI's initial design layout is illustrated 

in Fig. 3. Admin staff can set the threshold based on the illustration in Fig. 3. 

 

 

Fig. 3. GUI layout illustrating threshold setting and EER. 

Optimizing the Equal Error Rate (EER) threshold proved to be a nuanced task. For 

instance, when speakers possess a substantial amount of speech material, opting for a 

higher threshold can effectively reduce the false acceptance rate, consequently enhanc-

ing accuracy. Despite an increase in the false rejection rate due to the larger number of 

speech files per speaker, the likelihood of rejection remains largely unchanged for in-

dividual speakers. To capture a speaker's (student's) speech sample, the system prompts 

the speaker to say a predefined word (e.g., "stop"), agreed upon for this project. Upon 

completing the recording, the Graphical User Interface (GUI) confirms the process as 

"complete" and displays the recognition result, as shown in Fig. 4. 

 

 

Fig. 4. GUI (Speaker Recognition). 
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To maintain privacy and security, the system automatically deletes the recording 

files used for identification purposes. In cases where administrators need to import an 

offline speech sample, they can utilize the "Import Audio" function to select the previ-

ously stored sample. Additionally, administrators can add new speakers by clicking 

"Enroll" and entering the speaker's name, as illustrated in Fig. 4. When adding a new 

speaker, administrators must specify the number of speech recordings, which should 

exceed 2, to ensure adequate enrollment and validation. Administrators can also utilize 

the "Play audio" function to review recorded speech and delete unsatisfactory record-

ings using "Delete audio" for re-recording. 

5 Conclusion 

The proposed speaker authentication system offers a reliable and robust solution for the 

dual authentication of students participating in online proctored exams for the purpose 

of mitigating contract cheating by way of impersonation. The authentication system is 

accurate and is user-friendly to both the proctor and the examinees. By incorporating 

advanced speech recognition technologies, this system addresses immediate challenges 

posed by remote examination processes and sets a precedent for future educational in-

tegrity and security advancements. While designed for use in online proctored exams, 

the system developed could also be employed to enhance the candidate authentication 

process for in-person examinations.  
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