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Abstract

Human Activity Recognition (HAR) algorithms have shown promise in firefighter risk

assessment and behaviour monitoring. However, existing studies on HAR had not ade-

quately addressed several critical challenges specific to firefighting scenarios. While var-

ious deep learning (DL) methods were proposed to increase classification accuracy, the

more pressing needs in firefighting contexts were fast computation and timely notification.

In addition, current HAR solutions were found to be unsuitable for recognizing the com-

plex activities involved in firefighting. This thesis utilises multi-sensory fusion methods to

explore advanced IoT-based wearable firefighter risk assessment system (FRAS) deployed

with fall detection system (FDS) and firefighting activity recognition (FAR) algorithms.

The research work consists of three associated studies that aim to answer the formulated

research questions. The first study focuses on improving the accuracy and efficiency of

a multi-IMU-based FDS using a novel attitude feature extraction (AFE) method. The

second study introduces a pre-impact FDS (PI-FDS) model, which employed a dynamic

thresholding method to tackle the issue of class imbalance. This study also investigate the

feasibility of utilizing ensemble learning (EL) methods at the edge to increase real-time

FAR performance. The last study presents a design and implementation of Internet of

Things (IoT)-based wearable FAR system (IoT-FAR) for FAR remote monitoring. IoT-

FAR explores the significance of adopting surface electromyography (sEMG), heart rate,

and IMU features on the complex FAR. Results demonstrate that the proposed hybrid

machine learning (HML)-based model outperforms existing state-of-the-art approaches

with a mean accuracy of 98.29%. The IoT-based wearable FAR extends the application

of HAR from healthcare to firefighting and serves as an inspiration for further research in

other fields.
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Chapter 1

Introduction

1.1 Overview

1.1.1 Firefighter Safety Risk Assessment Approaches

Firefighting, a demanding and hazardous profession, requires significant physical and

mental fitness alongside professional competence to perform effective rescues. The Annual

Firefighting Report in China [3] reported 111 firefighter casualties between 2010 and 2020,

with an average age of only 27 years. Inadequate training and practical experience, leading

to poor decision-making, significantly contributed to these injuries [4]. The 2019 annual

report from the International Association of Fire and Rescue Services (CTIF) [5] indicated

that, out of 7,630,000 firefighters in China, only 130,000 (1.7%) are career firefighters,

while the rest are volunteers. In contrast, in the USA, approximately 33.2% of firefighters

(370,000 out of 1,115,000) were professionals. These young volunteer firefighters in China,

with limited training and experience, often struggle to master complex firefighting skills,

especially in dangerous situations like burning floors or unstable building structures [6].

Specialised firefighting training is crucial for improving young firefighters’ rescue

skills, physical fitness, and tactical capabilities. Nonetheless, the scientific rigor of the

training approach significantly influences firefighters’ physical aptitude and combat ef-

fectiveness. Research reveals a lack of innovative physical fitness training within many

fire brigades, with a reliance on traditional military methods, which poses challenges in
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increasing the motivation of firefighters to conduct proper fitness training [7]. In addi-

tion, studies show that traditional training methods significantly contribute to firefighter

fatigue [8].

Falling activities, including being struck, collapsing, and fainting, are primary causes

of firefighter fatalities in China (see Figure 1.1a) [9]. In the United States in 2018, overex-

ertion and stress are the leading causes of firefighter deaths, according to a US National

Fire Protection Association (NFPA) report (see Figure 1.1b) [10]. One significant reason

for this difference is the need for improvements in personal protective equipment (PPE)

for fall detection to better ensure the safety of the firefighters [6].

(a) (b)

Figure 1.1: Comparison of the causes of firefighter fatalities in 2018 in (a) China, and (b)
the USA.

The current firefighter risk assessment system (FRAS) in use in China is a standard

personal-alert safety system (PASS) device for detecting a firefighter’s immobility (see

Figure 1.2). This device emits a high-volume audible alert if no motion is detected after

a short period, typically 30 seconds. Although the PASS device has been widely used

globally, it has several drawbacks [11], including:

• A long delay (typically 30 seconds of motionlessness) before the alarm is raised,
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increasing the rescue time and reducing the likelihood of a successful rescue.

• Lack of networking capability to notify the incident commander’s (IC) in-time for

coordinating resources effectively.

• Susceptibility to environmental factors that prevent other firefighters from hearing

the alarm, further delaying the rescue.

Figure 1.2: PASS device equipped by a firefighter in China.

In many recorded fatalities, the IC is unaware of a fallen firefighter, preventing timely

rescue efforts. The smoke-filled environment also decreases firefighters’ ability to identify

a peer’s injuries promptly. Generally, the principle of firefighter education in China em-

phasises learning and gaining experience through actual firefighting tasks, posing high

risks to their life and safety [4], especially for those young and under-trained firefight-

ers. These challenges underscore the importance of developing a smart FRAS to enhance

firefighter safety during missions. In particular, FRAS with motion analysis can timely

monitor firefighter activities, ensuring their safety and optimising their performance in

firefighting scenarios.
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1.1.2 Human Activity Recognition

Over the last decade, human activity recognition (HAR) has gathered significant in-

terest within the research community, evolving into a crucial subject across various fields.

It has been applied in many applications [12], such as healthcare for patient monitor-

ing, sports for performance analysis, and high-risk occupations for danger recognition,

surveillance, robotics and others. HAR adopts the sensor fusion method, which focuses

on distinguishing human behaviour by analysing data gathered from distinct sensors [13].

Some HAR studies focus on classifying routine activities of daily living (ADLs), such as

walking, running, and jogging [14]. Nevertheless, enhancing classification performance for

more complex activities remains a significant challenge that continues to attract research

attention.

The inertial measurement unit (IMU) is widely used in HAR, typically comprising

an accelerometer, a gyroscope, and a magnetometer. There are tri-axial IMU with nine-

degree-of-freedom (9-DOF), and bi-axial IMU with 6-DOF (without a magnetometer).

Due to the form factor of IMUs, previous studies mostly focus on the IMUs designed as

wrist or pocket devices [15, 16, 17], belts [18, 19, 20] and head-mounted systems [21]. These

devices are mainly utilised for user motion analysis, location prediction, environmental

information collection, and human-object interaction [22].

Fall detection systems (FDS) have developed rapidly over the past decades as part

of the HAR. These systems aim to distinguish fall activities from ADLs, signaling abnor-

mal or dangerous situations and triggering a warning alert to inform users or concerned

parties [23]. Researchers have emphasised the importance of developing wearable FDS

for firefighters to detect fall-related risks. Pham et al. [24] designed a waist-worn PASS
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device equipped with a tri-axial accelerometer and a carbon monoxide sensor. They later

enhanced the PASS device by embedding an additional barometer for fall detection [25].

However, the activities collected are still insufficient to realistically simulate falls, and the

datasets are not publicly available.

Beyond fall detection, HAR has the potential to enhance firefighter safety in various

ways. For instance, HAR can provide effective feedback to IC and command centres, en-

abling the monitoring of firefighters’ behaviour during operations, thereby assessing their

risks and enhancing their safety. Additionally, understanding specific firefighter activi-

ties helps IC allocate resources more effectively and make prompt adjustments, ensuring

firefighters are supported efficiently. Furthermore, HAR can aggregate performance data

over time, offering personalised post-mission feedback and evaluation. This helps firefight-

ers understand their physical fitness limits and potentially develop customised training

improvement plans.

1.2 Research Questions

Developing effective FDS and HAR models for wearable-based FRAS can significantly

enhance risk assessment in firefighting contexts. Despite numerous studies on wearable

HAR and FDS, most are designed for healthcare or Ambient Assisted Living (AAL)

purposes. Several research challenges arise when applying HAR in firefighting contexts.

First, firefighting actions differ from ADLs due to their intensity and rapidity. This

intensity results in similar motion data for normal and abnormal behaviours, leading to

possible misclassification. For instance, existing FDSs target falls from stationary poses

like standing or sitting, but perform poorly in distinguishing falls from fall-related be-
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haviours in firefighting, such as walking with a stoop or crouching. Safety risk assessment

in firefighting demands high accuracy since false alerts can reduce firefighting efficiency.

Typical FDS with a single sensor may not meet this requirement, whereas multi-sensory

approaches need further examination of the type of utilised sensor and the wearable design.

In addition, achieving timely risk alerting is also crucial, which requires high-efficiency

classification models to detect falls from different positions.

Second, recent research focused on the development of next-generation FDS, known

as pre-impact FDS (PI-FDS), designed to detect the PI phase of a fall and initiate preven-

tative actions. This advanced algorithm had the potential to improve fall risk detection,

but several challenges remained. Effectively detecting the PI phase and promptly notify-

ing the IC were critical tasks that required further attention. While previous studies on

PI-FDS primarily executed algorithms on high-performance computers, few addressed the

importance of processing time in real-time scenarios. In addition, the immediate trans-

mission of information to the IC following PI-FDS detection posed significant challenges,

particularly in maintaining stable and reliable wireless communication in large-scale fire

scenarios, such as underground rescues and forest fires. For instance, the BLE transmis-

sion approach, while energy-efficient, could result in data transmission delays or losses

over long distances in such scenarios. On the other hand, using Wi-Fi would provide

more reliable connectivity but at the cost of higher power consumption.

Third, the application of HAR in firefighting missions presents distinct challenges

compared to its application in ADLs. These challenges stem from the complexity of high-

intensity and fast-paced firefighting activities. For instance, firefighters need to carry two

reels of heavy hoses, increasing their burden in performing firefighting tasks. Although

recent studies emphasise deep learning (DL)-based approaches for enhanced recognition
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accuracy, these methods come with increased computational costs and are not applicable

for time-critical firefighting applications [26].

In response to these challenges, this work targets on developing effective HAR mod-

els for the safety risk assessment of firefighters, through addressing the following three

research questions (RQs), including:

RQ1: How can a reliable model be designed for assessing firefighter risk?

RQ2: How can the PI-FDS model be designed for practical firefighting scenarios?

RQ3: How can an efficient FAR model be designed to accurately distinguish between

firefighting activities?

1.3 Research Objectives

This study aims to propose a wearable IoT-based FRAS using advanced sensing

technologies to enhance the detection of safety risks, recognise firefighter activities, and

provide timely information to the IC outside the fireground. The study focuses on three

specific research objectives (ROs) to address the aforementioned RQs, as outlined below:

RO1: To Design a Fall Detection Model for Firefighters as Safety Risk Assessment

The primary goal is to develop a wearable motion recognition model that detects ab-

normal situation alerts rather than traditional immobility alerts from PASS devices.

Considering that fall-related dangers are a leading cause of firefighter casualties, it

is critical to develop a highly accurate safety risk assessment model targeting fall

scenarios. This involves designing a robust FDS capable of distinguishing various

types of fall events. Fall-like activities are considered in this study with the aim to
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minimise false alerts. The focus of the study includes sensing approaches, sensor

placement, data processing, and classification methods.

RO2: To Explore the Design of an Effective PI-FDS Framework for Firefighting Applica-

tions

The advanced PI-FDS model is designed to enhance fall risk detection response,

yet current studies have proven inadequate for firefighting contexts, primarily due

to the need for rapid response and the diverse nature of firefighting environments.

This objective aims to investigate the practical application of the FRAS integrated

with the PI-FDS algorithm by proposing an effective system framework suited to

real-world firefighting scenarios. Key considerations included ensuring reliable wire-

less transmission from indoor to outdoor environments and developing a PI-FDS

model capable of operating on lightweight hardware with minimal computational

requirements to maintain efficiency.

RO3: To Identify Firefighter Activities through Behavioural Analysis Using a Multi-Sensor

Fusion Approach

The final objective focuses on improving the FRAS by designing a HAR model ca-

pable of distinguishing firefighting activities. Through HAR, the IC could monitor

firefighters’ behaviour during operations, detect potential risks promptly, and assess

task performance. For instance, observing firefighters as they ascend or descend

stairs could provide indirect insights into the structural integrity of burning build-

ings. These high-intensity firefighting activities are markedly different from those

commonly studied in HAR research, which typically focuses on ADLs.
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1.4 Research Methodologies

To address the RQs, the proposed FRAS was designed, developed, and evaluated

through a series of three studies, as shown in Figure 1.3. The first study (RS1) focuses

on the development of a multi-sensor-based FDS to address RQ1, emphasizing the classi-

fication accuracy and efficiency of the system for firefighters. For RQ2, the second study

(RS2) introduces an IoT-based firefighting framework (IoF) tailored to firefighting scenar-

ios, where the PI-FDS algorithms are evaluated on an edge device. Finally, the third study

(RS3) aims to develop a FAR algorithm using multi-sensor data to monitor firefighters’

behaviours, specifically addressing RQ3.

Figure 1.3: Overview of the research methodologies.

Figure 1.4 provides an overview of the three research studies conducted in this thesis,

as described follows:
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Figure 1.4: Overview of the research studies in the thesis.

RS1: Design of Multi-Sensor-Based Fall Detection Model for Firefighters

The first (preliminary) study aims to develop a FDS to recognise fall-related events

of a firefighter and provide timely alerts. The study explores the integration of

sensors into the personal protective clothing (PPC), which includes nine 9-DOF

IMUs that collect motion data from different body parts, including the chest, elbows,

wrists, thighs, and ankles. Experiments are designed by simulating fall events,

performed by real firefighters, based on their experiences.

RS2: Design of IoT-Based Pre-Impact Fall Detection Model for Firefighters

Existing studies explored various fall prevention methods through early detection

of imbalance motion behaviours, but mostly targeted on elders and ADLs. Using

the dataset collected in RS1, this study further investigates the design of PI-FDS

for firefighters to reduce safety risks. Unlike traditional FDS, the PI-FDS requires

higher computational complexity to detect pre-impact fall events, which last between

300-500 milliseconds. In addition, the study proposes an IoT-based firefighting (IoF)
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framework integrated with a Bluetooth Low Energy (BLE) wireless body sensor

network (BLE-WBSN) to transmit sensor data to a Long-Range radio (LoRa) IoT

cloud network (LoRa-IoT) for pre-impact fall prediction on the edge.

RS3: Development and Evaluation of IoF-Based Wearable Multi-Sensing Firefighting Ac-

tivity Recognition Model

The final study concentrates on implementing the firefighting activity recognition

(FAR) model using the proposed IoF-based framework and the multi-sensor ap-

proach. This research refines the proposed wearable design by reducing the number

of IMUs from nine to five and introducing surface electromyography (sEMG) sensors

to enhance the performance of the FAR model. This IoT-FAR model can accurately

recognise eight specialised firefighting activities.

1.5 Chapters Outline

Chapter 2 offers a comprehensive review of existing research on HAR and FDS. The

limitations and challenges specific to firefighting applications, such as motion analysis

requirements, sensor placement, and sensor fusion techniques, are explored. The chapter

concludes by highlighting the research questions derived from existing studies and outlines

the contributions of this thesis.

Chapter 3 proposes a smart wearable FDS designed to detect falls in firefighters

by integrating motion sensors into their PPC at various body parts. A multi-sensory

recurrent neural network (RNN) is proposed to identify fall activities, and the impact

of different combinations of IMUs on the FDS performance is analysed. A novel AFE

method is introduced to reduce the computational complexity of the FDS.
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Chapter 4 expands the aforementioned works by refining the design of the wearable

PI-FDS for firefighters, which allows on-device prediction, thus reducing the processing

burden. In addition, a moving thresholding method is proposed to address the class

imbalance issue due to the minority rate of pre-impact fall event samples.

Chapter 5 extends the FDS by designing an IoT-FAR for recognising firefighting-

related activities. The significance of sEMG, heart rate, and IMU features in activity

recognition is assessed. In addition, the Specialized Firefighting Training Associated Ac-

tivities (SFTAA) dataset, which includes self-contained breathing apparatus (SCBA) en-

durance training data from eighteen firefighters, is introduced. The proposed IoT-FAR

model demonstrates its potential as a standardised metric for evaluating firefighting train-

ing performance.

Chapter 6 discusses the findings and contributions of the proposed IoF-FRAS. The

limitations of the current work are addressed, and future research directions are proposed.
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Chapter 2

Literature Review

In the past decade, there has been significant interest in HAR within the research

community. FDS, as a subset of HAR, has also gathered extensive research attention.

Various HAR algorithms have been proposed, utilising different wearable devices and

sensing methods to capture motion data. This chapter mainly discusses and analyses the

advancements of HAR, FDS and PI-FDS classifications with machine learning (ML) and

deep learning (DL) approaches.

Section 2.1 provides an overview of typical sensing and classification methods used in

HAR, followed by Section 2.2 reviews existing studies on conventional FDS and PI-FDS.

Section 2.3 discusses the existing designs of IoT-based wireless sensor network. Lastly,

Section 2.4 identifies the limitations of existing research and highlights the contributions

of this study.

2.1 Sensor-Based HAR

HAR is generally divided into two primary types: vision-based and sensor-based

approaches [27]. Vision-based HAR employs images and videos from optical sensors to

identify activities [28]. Despite its simplicity and contactless advantages, this approach

has several drawbacks, including privacy concerns, the requirement for pre-installed hard-

ware, and the need for unobstructed views [29, 30]. These limitations make it unsuitable
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for firefighting applications. As a result, the sensor-based HAR method is explored. This

method uses various sensors to perform user motion prediction, location estimation, en-

vironment analysis, and human-object interactions [22]. Existing studies have proposed

and discussed different sensing methods and sensor placements, as depicted in Figure 2.1.

Commonly used sensors for HAR classification include IMU, EMG, RFID, and others.

Figure 2.1: Overview of sensing methods utilised in existing studies on HAR.

2.1.1 IMU-based HAR

Numerous researchers have developed HAR models to classify ADLs using smart-

phones [31, 32, 33] and smartwatches [34] equipped with IMUs to analyse user motion

data. These HAR systems are particularly beneficial in healthcare settings as they elimi-

nate the need for additional devices, making them more suitable for long-term monitoring

[35]. For instance, Ran et al. [36] proposed a DL-based HAR model that classified seven

ADLs using 9-DOF IMU data from four smartphones placed at different body positions.

Yande et al. [34] introduced a smartwatch-based HAR method to classify five activities,

including stay, walk, run, upstairs, and downstairs. They emphasised that the perfor-
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mance of smartphone-based HAR is significantly affected by the smartphone’s placement

compared to smartwatch-based HAR.

However, HAR using smartphones and smartwatches may struggle to efficiently dis-

tinguish complex activities, rendering them less suitable for firefighting applications. Bar-

shan and Yurtman [37] indicated that uncertainty of the IMU placement on body parts

was a leading cause of decreased classification accuracy. Thus, a wearable system ensuring

position and orientation invariance in IMU placement is crucial for optimal classification

performance.

Some studies have focused on custom-developed on-body wearable devices using

IMUs to achieve position invariance during wearing. For instance, Han et al. [38] pro-

posed an earlobe-worn wearable device called the TRACE sensor, integrated with an

accelerometer and a PPG sensor, to recognise four ADLs. Their experiments with static

and dynamic activity patterns revealed that acceleration data was vital for classification

accuracy, and fusion with heart rate data could significantly improve classification per-

formance. Additionally, Ascioglu and Senol [39] proposed a comprehensive HAR model

comprising two smart insoles with force-sensitive resistors and two IMU sensors attached

to each thigh. Their model achieved an average accuracy of 93.4% in distinguishing eight

gait-based activities. Table 2.1 presents some publicly available benchmark datasets that

have been widely utilised in HAR algorithm research.

2.1.2 HAR with EMG

In recent years, HAR models utilising multi-sensory approaches, such as integrating

multiple Micro-Electro-Mechanical Systems (MEMS) IMU sensors or combining them
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Table 2.1: Overview of publicly available benchmark datasets for IMU-based HAR

Dataset
Subject

Method Sensors
(Activities)

UCI-HAR [40] 30 (6 ADLs) A waist-mounted smartphone. ACC, GY
WISDM [41] 29 (6 ADLs) A smartphone in front pants leg pocket. ACC

PAMAP2 [42] 9 (18 PAs)
3 IMUs on chest, wrist, and ankle; ACC, GY,

HR strap on chest. MAG, HR

DSADS [43]
8 (19 ADLs

5 IMUs on chest, wrists, and knees.
ACC, GY,

and PAs) MAG
Note: PAs: physical activities; ACC: accelerometer; GY: gyroscope; HR: heart rate;
MAG: magnetometer.

with other sensor technologies, were widely proposed [44, 45, 46, 47]. Fu et al. [30]

indicated that integrating various sensing methods benefits the recognition of human

activities because each sensor type provides unique contextual information. For instance,

sEMG signals gained popularity for HAR due to their ability to distinguish subtle motions

related to muscle contractions, such as making a fist [48].

Bangaru et al. [49] explored HAR using a Myo armband equipped with a 9-DOF

IMU and sEMG sensors on the forearm. Performance analysis and long-term reliability

tests showed that the combined model of sEMG and IMU achieved higher accuracy than

individual sensor models. Furthermore, Vijayvargiya et al. [50] proposed a HAR method

by measuring and analysing lower limb sEMG signals using explainable artificial intelli-

gence (XAI). Despite these advancements, the practical performance of sEMG in activity

recognition remained under discussion, as most prior experiments collected data in static

positions, which facilitated consistent muscle contractions throughout the trials [51].

2.1.3 HAR with RFID

Alternatively, Tao et al. [22] proposed a HAR method based on human-object in-

teraction. This method included three accelerometers positioned on both hands and the
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waist, along with two RFID wristband readers on each hand. The RFID readers detected

RFID tags attached to household objects, such as cups and spoons, enhancing classi-

fication performance. Zheng et al. [52] introduced a body RFID skeleton-based HAR

system consisting of a reader, an antenna, and sixteen RFID tags attached to the body

skeleton. By capturing features like Received Signal Strength Indicator (RSSI), Doppler

Frequency, and Phase from the backscattered signals, changes in tag positions were used

to differentiate human activities. One advantage of using RFID for HAR was that the

RFID features were straightforward and more accessible to process than the triaxial mo-

tion data measured by IMUs. However, the RFID reader needed to be placed close to the

user to measure the features, making it impractical in scenarios such as firefighting.

2.1.4 Applications of HAR

Most existing HAR studies have focused on Ambient Assisted Living (AAL) systems,

primarily tracking ADLs among residents, especially the elderly [53]. Table 2.2 shows

some recent studies that demonstrated effective HAR in various domains. For instance,

Qi et al. [54] introduced a multi-sensory HAR model called GPARMF for classifying

gym physical activities involving both free weight and non-free weight exercises. This

model used a wrist-worn sensor with an accelerometer and a chest-worn sensor with both

an electrocardiogram (ECG) and an accelerometer. Similarly, in the field of sports and

fitness, Nguyen et al. [55] proposed a smartphone-based HAR system to ensure cyclists’

safety by recognising activities such as standing, sitting, walking, cycling, and falling. In

a different context, Mastakouris et al. [56] developed an LSTM-based HAR model to

recognise five activities in production floor environments. However, this approach was

impractical since it required workers to attach a smartphone to their wrists.
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Table 2.2: Existing studies on HAR applications

Study Application Activities (Subjects) Method Classifier
Lasek Jan & Gagolewski

Firefighting 19 FAs (10)
7 6-DOF IMUs placed at

RF
(2015) [57] legs, hands, arms, and back
Geng et al.

Firefighting 7 ADLs (N/A)
4 RF transmitters at chest, forehead,

SVM
(2016) [58] right wrist, and right ankle
Qi et al.

Gym setting 19 PAs (10)
Wrist sensor with ACC and

SVM, HMM
(2019) [54] Chest Sensor with ACC+ECG
Asuroglu

Assisted Living 24 ADLs (52) wrist worn ACC RF
(2022) [53]

Mastakouris et al.
Assembly Work 5 CAs (2) Wrist worn smartphone LSTM

(2023) [56]
Mekruksavanich et al.

Construction Work 16 CAs (13)
3 9-DOF IMUs placed at hip, upper

LSTM
(2023) [59] arm, and the rear of the shoulder

Nguyen et al.
Cycling Sports 5 ADLs (5) Smartphone placed in pocket

CNN-BiLSTM
(2023) [55]

Note: N/A: not available; FAs: firefighting activities; CAs: complex activities; RF: radio frequency; ECG: electrocardiogram
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Despite the extensive literature on HAR, few studies have specifically addressed HAR

models in firefighting application. Among these, Geng et al. [58] proposed an innovative

HAR system based on on-body radio frequency features to monitor firefighters’ phys-

iological conditions using sensors placed on the chest, forehead, right wrist, and right

ankle. The proposed SVM model effectively classified seven common firefighter activi-

ties, including standing, walking, running, lying, crawling, climbing, and stair climbing.

Additionally, Blecha et al. [60] proposed a functional wearable PPC for firefighters that

monitored physiological status (HR and temperature), detected movements, and mea-

sured environmental information such as relative humidity and toxic gas concentrations.

They also designed a commander control unit to receive data from the PPC and alert the

commander to any safety risks detected. Furthermore, a significant data mining compe-

tition themed ’Tagging Firefighter Activities at a Fire Scene’ took place in 2015, aiming

to classify common firefighter activities using binary categories (posture and action) and

twenty-one subcategories, highlighting the importance of HAR in firefighting activity clas-

sification. However, it should be noted that the data acquisition for this competition relied

on multi-positional sensors with wired connections, which could impact user mobility, and

the dataset is no longer available [61].

2.1.5 Classification Methods

Recently, many studies have focused on DL models combined with multi-modal net-

work structures, particularly the Convolutional Neural Network with Long Short-Term

Memory (CNN-LSTM) model [27, 62, 63] and the Bidirectional LSTM (BiLSTM) model

[55, 64, 65]. CNNs can automatically extract features, and LSTM models, as a type of

RNN, are well-suited for time-series data. Some studies replaced CNN with traditional fea-
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ture extraction methods in data processing [66]. Additionally, attention mechanisms and

residual blocks were applied to enhance performance, such as the 1DCNN-ResBLSTM-

Attention [67], Multilevel Residual Network with Attention (Multi-ResAtt) [68], Trans-

former with Bidirectional GRU (TRANS-BiGRU) [13], Multi-Head Attention and Graph

Neural Networks (MhaGNN) [69], and Channel Attention-based Deep Residual Network

(ResNet-SE) [70].

Generally, DL approaches achieved superior performance in HAR [71], but their high

computational cost made deployment on embedded systems or mobile devices challenging

[72]. Therefore, recent studies [71, 72, 73] proposed lightweight CNNs to reduce com-

putation costs. With the rapid development of systems-on-a-chip (SoC), enabling the

deployment of ML models on the edge, many studies evaluated the performance of con-

structing real-time HAR using various ML methods. Commonly used methods included

the K-nearest neighbour method (KNN) [74], decision tree (DT) [75], support vector

machine (SVM) [58, 76], and random forest (RF) [53, 74, 77].

Some studies evaluated these ML and DL methods to find an optimal model for spe-

cific applications, though results varied depending on the activities and sensing methods.

For instance, Yuan et al. compared DL models (CNNLSTM, ConvLSTM, LSTM) with

four ML methods (SVM, KNN, DT, RF), revealing that CNNLSTM and SVM achieved

the highest accuracy in classifying 36 activities, with 86.94% and 74.58%, respectively. Be-

sides these supervised learning methods, several studies focused on self-supervised learning

methods, which significantly reduced annotation costs and addressed the limitations of

small labelled datasets in HAR, although with lower accuracy performance [78, 79].

Many researchers shifted their focus to classifying more complex activities than basic
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ADLs, termed Complex HAR (CHAR). Consequently, they emphasised multi-modal ap-

proaches combined with various ML or DL methods to achieve competitive performance

in CHAR. Hierarchical methods were proposed in [54, 80, 81], which first distinguished

coarse-level categories and then fine-grained subcategories. For instance, Qi et al. [54]

proposed utilising first layer of SVM to distinguish free or non-free weight activities, and

in the second layer, a neural network (NN) classified detailed aerobic and sedentary activ-

ities. The hidden Markov model (HMM) was applied for further refinement of free weight

activities. Alternatively, Jeya et al. [82] introduced a concept-based CHAR using DL

models called X-CHAR, which modelled the activity as a sequence of concepts, achieving

a more understandable and explainable DL model than previous approaches.

In general, while prior studies introduced diverse DL approaches, they often exhibited

a data-intensive nature and encountered significant computational costs, making them

unreliable and unsuitable for practical application in real firefighting scenarios.

2.2 FDS

Similar to HAR, fall detection methods were categorised into two approaches: vision-

based and sensor-based. Vision-based approaches, which constituted the majority of

documented solutions, relied on one or more cameras installed in specific locations [83, 84].

Using DL and other ML approaches, existing vision-based solutions required clear and

unobstructed views of the subjects in the environment. For instance, Iazzi et al. [85]

built a vision-based FDS to extract the subject’s silhouette from images obtained from an

RGB camera. The proposed FDS classified activities such as lying down, sitting, bending

over, and standing upright utilising a posture analysis algorithm. Other vision-based

approaches utilised RGB cameras with infrared projectors and detectors (e.g., Microsoft
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Kinect) to generate a depth map of a scene, enabling more accurate skeletal trajectory

modelling and tracking for detecting falls [85, 86, 87, 88, 89]. Other techniques combined

vision-based approaches with wearable motion sensors [90, 91, 92]. In contrast, ambient-

based techniques typically analysed variations in pre-existing Wi-Fi network signals to

detect falls [93, 94, 95]. For instance, Nishio et al. demonstrated that a microwave Doppler

sensor, when combined with a frequency distribution trajectory, could successfully capture

fall events [96].

However, both approaches shared a common limitation in the context of fire rescue

which highly relied on pre-existing infrastructure installed in the environment. In ad-

dition, firefighters operated in harsh environments typically filled with smoke and fallen

obstacles [21], severely limiting the application of these approaches due to the restricted

range of vision and radio-frequency interference [97]. Consequently, several studies ex-

amined the possibility of using non-vision-based techniques to address the limitations

associated with vision-based approaches [98, 99]. The strengths of this technique in-

cluded reduced costs for algorithm computing and image processing, increased privacy,

mobility, and resistance to environmental effects [100].

2.2.1 Typical Wearable FDS

Falls were typically divided into three phases: 1) pre-impact, 2) impact, and 3) post-

impact or stationary [101]. To detect a fall, typical wearable FDSs aimed to identify the

stationary phase following a significant impact with a noticeable difference in IMU data.

Many studies highlighted the application of typical FDSs deployed in mobile devices,

particularly in healthcare areas for the elderly [16, 102, 103, 104]. These studies extracted

motion data from a common 9-DOF IMU for classifying fall activities, assuming the
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smartphone was stored in the pants pocket or a smartwatch was worn on the wrist [17,

105, 106]. Advancements in MEMS technology enabled the development of FDSs based on

specialised wearable form factors, extensively used in previous studies [107]. For instance,

some studies [18, 19, 20] proposed wearable belts for fall detection, primarily because the

body trunk could directly reflect the fall event, and the belt type was more acceptable

for the elderly. Moreover, Lin et al. [21] developed a head-mounted FDS with a typical

eyeglasses appearance, achieving an overall accuracy of 97.75%.

Although a single IMU could be acceptable to recognise fall activities, sensor fusion

techniques allowed for the designing of more robust measurements and improved classi-

fication performance, especially in differentiating falls from fall-like activities [108]. For

instance, Chen et al. [19] developed a shoe integrated with a barometer and IMU for

a stair-based fall-risk detection model by measuring foot movements. The study also

revealed that the multi-sensory approach performed better than a single-sensor method.

Moreover, Selvaraj et al. [109] identified foot clearance as a sensitive fall risk factor.

Hence, the study proposed a sensor shoe with an IMU and two short-range LIDAR sen-

sors to measure the distance between the shoe and the stairs. Table 2.3 presents an

overview of benchmark public datasets for IMU-based FDS.

Table 2.3: Overview of publicly available benchmark datasets for IMU-based FDS

Dataset Subject
Types of

Method
ADLs/falls

MobiFall [15] 24 9/4 A SP (trouser pocket)
Cogent Labs [110] 42 8/6 2 6-DOF IMUs (chest and thigh)

UMAFall [111] 17 8/3
4 9-DOF IMUs

(wrist, chest, waist, ankle)
SisFall [112] 38 19/15 A 6-DOF IMU (waist)

UP-Fall [113] 17 6/5
EEG on head & 5 6-DOF IMUs
(ankle, thigh, waist, neck, wrist)

AnkFall [114] 21 8/4 An ACC (ankle)
Note: SP: smartphone; EEG: electroencephalograph
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However, applying sensor-fusion techniques may result in higher computation due to

the increased number of features. For practical application as a real-time wearable FDS,

an effective feature extraction method should be investigated to reduce the number of

features while maintaining performance. Raw feature extraction (RFE) from IMU data

has been commonly used with DL-based methods in wearable FDSs [100, 115, 116, 117].

Metrics of raw feature extraction (RFEM) such as mean, standard deviation, median,

maximum, minimum amplitude, and mean absolute deviation were frequently extracted

in ML and threshold-based methods [23, 115, 118]. The input features used by classifiers

determine overall fall detection performance, computational cost, and processing speed.

For instance, Le et al. [119] proposed a feature extraction method computing 44 features in

the time-domain, frequency-domain, and Hjorth parameters, highlighting the significance

of features extracted from different domains. Similarly, Vallabh et al. [120] extracted six

time-domain and six frequency-domain features in their ML-based FDS. However, most

feature extraction techniques increased the number of input features compared to raw

measurements, resulting in longer processing times and higher computations. Therefore,

for an FDS to be considered high-performing, placement, quantity, data processing stages,

and classification methods must be carefully considered [100].

Similar to HAR, most existing studies developed FDS for the healthcare or AAL

fields, with only a few emphasising the use of wearable devices for fall detection in fire-

fighters. Pham et al. [24] proposed a wearable FDS device worn on the waist, integrated

with a triaxial accelerometer and a carbon monoxide (CO) sensor to monitor the falls

of firefighters in fire environments. The CO sensor was specifically utilised for detect-

ing falls caused by broken air-support devices. The model was further improved with a

sensor-fusion approach using a 9-DOF IMU, a CO sensor, and a barometer [25]. Sim-
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ilarly, Anania et al. [121] developed an innovative garment-based FDS for emergency

operators with an accelerometer integrated into the shoulder position, though the study

only experimented on ordinary youths.

The comprehensive literature review in this study revealed that only a few studies

have contributed to the use of wearable sensing for firefighting applications, primarily

focusing on monitoring purposes. This highlights the significant challenges in developing

smart firefighting models.

2.2.2 PI-FDS

Traditional wearable FDSs identify falls after impact, indicating that preventable

injuries may already have occurred by the time of detection [122]. Consequently, re-

cent research has explored on developing next-generation FDSs, known as PI-FDS, which

specifically detect the pre-impact phase of falling to initiate preventative actions. Several

studies have explored PI-FDS, such as Ferreira et al., who proposed a waist-worn PI-FDS

that used three-axis acceleration measurements and considered the user’s height [123].

This threshold-based technique accurately predicted the user’s state just before losing

balance by measuring the distance between the IMU and the user’s head and feet. Such

classification facilitates automated intervention, potentially reducing the risk of severe

injuries. Zhong et al. developed an automatically inflating “airbag” jacket that inflates

when the integrated IMU detects a pre-impact state [124]. Similarly, Jung et al. proposed

a protective wearable PI-FDS using Euler angles and the magnitude of a vector sum [125].

Li et al. presented a PI-FDS that extracted zero moment points and assessed body bal-

ance using a Kinect sensor [126]. However, utilising airbags as protective measures could

affect firefighters’ mobility once inflated, and the gas tank poses an explosion risk near
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fires. Thus, developing an appropriate PI-FDS for firefighters is essential.

Alternative PI-FDS approaches have been explored, such as analysing an individual’s

gait using an EMG sensor placed on the thigh or ankle [127, 128, 129]. EMG signals

show noticeable differences during a fall compared to other activities, such as walking or

running, enabling the classification of various falling stages. However, this approach is

largely impractical in firefighting contexts due to the properties of fire-retardant clothing.

Moreover, EMG-based solutions require firm and prolonged contact with the user’s skin,

which can cause discomfort, especially in the intense heat of fireground environments.

Most classification methods used by PI-FDSs employ threshold-based algorithms

(TBAs), such as the classical threshold model [124, 125, 130, 131, 132] and the dynamic

threshold algorithm (DTA) [133]. The advantage of TBAs is that by adjusting the thresh-

old value, sensitivity can reach 100%, ensuring effective protective measures, but reducing

the overall accuracy. Some studies have proposed ML or DL methods, such as SVM [134]

and CNN [117]. For instance, Wang et al. introduced an ensemble multi-source CNN

(MCNNE) structure to more efficiently extract data from multiple sensors [135].

2.3 IoT-Based Wearable Sensing

One critical aspect of the effectiveness of wearable sensing like FDS or HAR is the

intercommunication between the indoor and outdoor of the fireground and the distribution

of sensor data. Existing setups can be categorised into two distinct approaches: 1) wireless

body sensor networks (WBSNs) and 2) Internet of Bodies (IoB) [136]. Table 2.4 presents

a comparison of the key features of various wireless technologies used in PI-FDS.

Bluetooth Low Energy (BLE) and Wi-Fi are commonly used for establishing WBSNs
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Table 2.4: Comparison of key features of wireless technologies used in PI-FDSs [1, 2]

Wi-Fi BLE Zigbee NB-IoT LoRa
Network Type WLAN P2P Mesh LPWAN LPWAN

Power Consumption High Very Low Low Very Low Very Low
Range 1 km 100 m 10-100 m 18-25 km 10-40 km

Data Rate (bps) 10-100 M 1 M 0.25 M 160-250 K 0.3-250 K

[115, 122, 123, 124, 131, 135]. Each has distinct advantages and disadvantages. BLE

is compatible with existing devices like smartphones and PCs but has a relatively short

transmission distance. Wi-Fi offers a greater transmission distance and compatibility with

existing devices but requires existing infrastructure, which is impractical in firefighting

contexts.

Low-power wide-area networks (LPWANs) such as NB-IoT, Sigfox, and LoRa radio

have been utilised in FDS application. For instance, Qian et al. proposed a wearable

FDS using NB-IoT and an IoT cloud platform to remotely send alerts on fall risks [137].

The effectiveness of NB-IoT depends on GSM signals, which may be unreliable in some

firefighting scenarios, such as forest fires, due to poor GSM signals or unavailable cellular

networks. Therefore, this study utilised LoRa as the base transmission protocol due to

its low power consumption, long-distance transmission capability, strong penetration of

building materials, concurrent connections with a gateway, and lower cost [1, 138].

However, LPWANs can only transmit limited data, posing a challenge for real-time

monitoring [139]. In China, each firefighting truck typically has six firefighters: one driver,

one incident commander (IC), one who controls the water supply, and three responsible for

executing the rescue mission. LoRa alone has difficulty to transmit large amounts of sensor

data from the three firefighters performing the rescue mission. Consequently, to design

a robust wearable device applicable in different firefighting scenarios, a heterogeneous
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network framework is required to accommodate different wireless IoT technologies.

2.4 Limitations of Existing Works

Firefighting scenarios present unique challenges for HAR systems due to harsh en-

vironments, limited visibility, and high risk. While the HAR techniques can be cate-

gorised as vision-based or wearable-based, vision-based approaches are often impractical

in firefighting contexts because factors like smoke and darkness impair camera visibil-

ity. Wearable-based solutions, particularly those using IMUs, are more feasible, offering

real-time monitoring of firefighter activities and detection of critical events. Despite the

effectiveness of IMUs in capturing motion data, there is a lack of comprehensive studies

investigating the optimal number, placement, and orientation of IMUs for FDS perfor-

mance. Addressing this gap is crucial for developing robust HAR models that can accu-

rately detect and classify activities and events in real-time. This study aims to address

such gap by proposing a multi-IMU-based FDS and evaluate its performance based on

different number of IMUs placed at different body positions.

Multi-sensory fusion approaches enhance the robustness, accuracy, and reliability of

FDS and HAR models by integrating data from multiple sensors. However, applying

multi-sensory fusion also introduces challenges in data processing, feature extraction,

and classification algorithms, necessitating further studies to improve efficiency while

maintaining accuracy, which is the other main gap that to be addressed in this study.

In addition to traditional FDSs, PI-FDS studies have significantly improved detection

response times and achieved some protective measures before impact occurs. However, the

real-time demands of PI-FDS are crucial, as timely detection and response are essential for

minimising injury or fatality risks in firefighting scenarios. This highlights the importance
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of a reliable PI-FDS classification model and a low-delay IoT-based network for real-time

data transmission.

A critical limitation identified in current FDS research is the unrealistic data acqui-

sition. Among the six benchmark datasets listed in Table 2.3, only SisFall [112] includes

falls that commence from dynamic motions like walking, while most collect data starting

from a standstill pose, which fails to accurately represent real-world fall scenarios where

falls typically occur suddenly and unpredictably during movement. Additionally, the data

were collected from young individuals with less vulnerable to injuries through simulated

falls. This lack of realistic fall experience can affect the quality of the data collected. To

address this issue, this study conducted experiment data collection with real firefighters,

with the fall activities more fitted to their experiences and work nature.

On the other hand, achieving accurate and reliable activity recognition in dynamic

and unpredictable firefighting environments presents significant technical challenges. To

solve this challenge, this study proposed an IoT-FAR framework through exploring multi-

sensory fusion technique, integrating sEMG with IMUs, as well as proposing a design of

IoT-based wireless sensor network in real firefighting scenarios. Meanwhile, practical con-

siderations such as wireless data transmission, system integration with existing firefighting

equipment, and user acceptance are critical factors that must be carefully considered in

the design and implementation of HAR for firefighting scenarios.

2.5 Chapter Summary

This chapter reviewed the current state of research on HAR and FDS across various

applications, emphasising their limitations, challenges, and opportunities for future ad-
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vancements. HAR plays a crucial role in monitoring firefighter activities by recognising

different firefighting behaviours but currently exhibits poor performance in distinguishing

complex activities. For FDS, achieving high accuracy while ensuring efficiency remains

critical for firefighting applications. This chapter also examined the factors essential for

constructing the IoT framework for firefighting scenarios. By addressing the identified

gaps and issues in the literature, this research aims to develop a practical and reliable

FRAS that enhances firefighter safety, operational effectiveness, and situational awareness

in challenging firefighting conditions. The FRAS comprises the FDS for detecting fall-

related dangers, the HAR for monitoring firefighting related activities, and the IoT-based

wearable sensing network for achieving real-time remote sensor data transmission.
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Chapter 3

Design of Multi-Sensor-Based Fall De-
tection Model for Firefighters

3.1 Introduction

This chapter presents our initial study addressing RQ1, aiming to develop a wearable

FDS to alert fall-related dangers in firefighting scenarios. In this study, a PPC-based

wearable FDS for firefighters integrated with nine IMU sensors for various types of fall

detection is proposed. Although many studies have proposed FDSs, among the current

available benchmark datasets of fall detection, most of the falling data were collected from

a standstill to a fallen state, which is less realistic to actual falling. Therefore, this study

collects falling sample data from firefighters, where the fall activities include an additional

walking activity before and after falling. Then, the fall detection classification model is

developed and evaluated. The key contributions of this study are summarised as follows:

• Develop a wearable PPC prototype integrated with 9 IMUs placed onto the chest,

elbows, wrists, thighs, and ankles.

• Evaluate the FDS performance with different combinations of IMUs.

• Carry out a realistic data collection from firefighters with six types of falls and three

types of fall-like activities.

• Propose the V-RNN model that improves the classification performance.
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• Introduce a novel feature extraction approach known as Attitude Feature Extraction

(AFE) for enhancing FDS efficiency.

This study is published as:

• [Journal] Smart Wearables with Sensor Fusion for Fall Detection in Firefighting,

Sensors, 2021 (IF = 3.9, CAS Q3, JCR Q2).

• [Conference] A Smart Wearable Fall Detection System for Firefighters using V-

RNN, The 13th International Conference on Intelligent Human Computer Interac-

tion (IHCI 2021), 2021 (Best Session Paper Award).

• [Conference] A Novel Attitude Feature Extraction Method for Multi-IMU Based Fall

Detection System, 2023 IEEE 3rd International Conference on Power, Electronics

and Computer Application (ICPECA 2023), 2023.

• [Patent] Firefighter Safety Risk Evaluation System Software, 2021. (Granted)

The rest of this chapter is organised as follows: Section 3.2 discusses the methodology

of the proposed FDS models and Section 3.3 details the design of the proposed smart

wearable PPC prototype used for data collection. Section 3.4 evaluates the FDS models

with various combinations of IMUs, discusses fall detection performance in each activity,

and compares the results with existing works. Section 3.5 concludes with a review of the

presented work and suggests directions for future research.

3.2 Methodology

The proposed wearable FDS is composed of three modules: (1) sensing, (2) pre-

processing, and (3) classification, as illustrated in Figure 3.1.
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Figure 3.1: Flowchart of the FDS algorithm, where A is triaxial accelerometer data, G is
triaxial gyroscope data, M is triaxial magnetometer data, Q is quaternion data, and E is
Euler angles.

3.2.1 Global Calibration of IMUs

Each IMU has a tri-axial coordinate system, as depicted in Figure 3.2, which can be

used to determine the position and orientation of an object. In fact, an FDS with multiple

IMUs placed on different parts of the PPC needs further calibration to synchronise and

unify the coordinate system as a single entity. To achieve a global calibration for IMUs

on the PJ and PT, two common reference vectors are required [140].

48



The magnetic field vector (Vmag), which points to the north, is selected as one of the

common reference vectors, assuming no magnetic interference and that the magnetic field

in the vicinity of each IMU is the same. The other reference vector is the acceleration

vector (Vacc) in a quasi-static condition; it can be regarded as the gravity vector pointing

to the ground. The IMU local coordinates can thus be rotated to the north-east-up

(NEU) earth coordinate system (right-hand rule). Figure 3.3 presents the local and global

coordinate systems with two common reference vectors Vmag and Vacc. The calibration

works in the way that the subject should stand still initially, and it will take 1 second

(15 samples) to compute the average values of Vacc and Vmag. The main purpose of the

calibration is to convert the local coordinate system of each IMU to the unified NEU

system. With the values of Vacc and Vmag as the reference vectors, the rotation matrix of

these two coordinate systems can be computed, and hence, update the collected raw data

of each IMU referred to the NEU system.

Figure 3.2: Local IMU coordinate system on PJ and PT.
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Figure 3.3: Global calibration which included (a) local coordinate system and vectors of
Vacc and Vmag and (b) NEU coordinate system and vectors of Vacc and Vmag.

3.2.2 Data Pre-processing

The Mahony attitude and heading reference system (AHRS) [141] is utilised to com-

pute the quaternion and Euler angles from the raw data received from the terminal. The

rotation matrix of each IMU node can be derived as follows:

q = w + xi+ yj + zk (3.1)

R(q) =

 2w2 + 2x2 − 1 2xy − 2zw 2xz + 2yw
2xy + 2zw 2w2 + 2y2 − 1 2yz − 2xw
2xz − 2yw 2yz + 2xw 2w2 + 2z2 − 1

 (3.2)

where q, w, x, y, and z represent a quaternion value that consists of a real number

(w) and imaginary values on three imaginary axes (i, j, k).

Each IMU delivered 13 outputs, including tri-axial acceleration (m/s2), tri-axial an-

gular rate (deg/s2), four-point quaternion data, and the derived roll, pitch, and yaw

angles. To represent the variation of the different movements of a firefighter, given a de-

fined period, features including the mean (µ) (see Equation 3.3), range (R) (see Equation

3.4), standard deviation (σ) (see Equation 3.5), and mean absolute deviation (MAD) (see
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Equation 3.6), are extracted from the 13 outputs, and calculated using 0.5 s of data each,

with a window size of 0.1 s. As a result, each IMU generates 52 features (13 outputs ×

4 arithmetic calculations), in which the total number of input features to the classifier is

468 features (52 features × 9 IMUs).

µ =
1

N
Σx[k] (3.3)

R = maxx−minx (3.4)

σ =

√
1

N
Σ(x[k]− µ)2 (3.5)

MAD =
1

N
Σ|x[k]− µ| (3.6)

3.2.3 RNN Classifier

Figure 3.4 illustrates the NN architecture, which includes three LSTM layers with 128

units, 32 units, and 16 units, respectively, one dense layer with an eight-unit rectified linear

unit (ReLU) activation function (see Equation 3.7), and a Softmax activation function

with two units (see Equation 3.8). This represents the probability of non-fall and fall

activities using one-hot encoding. The adaptive moment estimation (Adam) algorithm

with a learning rate of 0.01 is applied as the optimiser of the model, and the sparse

categorical cross-entropy algorithm (see Equation 3.9) is used as the loss function in the

model. The batch size is set to 10, representing the user’s action in one second. The

dataset is divided into 80% for training and 20% for testing.

ReLU = max(0, x) (3.7)

p(yi) =
eyi

Σn
j=1eyi

(3.8)

loss(yi) = − log p(yi) (3.9)
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Figure 3.4: Utilised LSTM network architecture.

3.2.4 V-RNN FDS Algorithm

The proposed V-RNN algorithm (see Figure 3.5) consists of two parts: a front-end

RNN model and a backend BMV algorithm. The RNN model is similar to the proposed

LSTM network, while only the raw data are utilised here to evaluate if quaternion and

Euler angles could improve the classification performance. Hence, the RNN model consists

of three LSTM layers of 128 units, 32 units, and 16 units, followed by a RELU dense

layer, and connected to the Softmax activation function of 2 units. The output of the

RNN model indicated the probability of falling in every 0.1 s.

To further evaluate the falling occurrence at time tm, a W/20 period of fall results

before and after this moment are extracted. The fall results of this W/10 period with data

length of W (0.1 s per result) are stored and added together to get the Rsum, representing

the overall falling probability. Since each fall result is either one or zero, if the value is

larger than a voting threshold Tv, the result at tm moment would be falling, and vice
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Figure 3.5: Overview of the structure of the proposed V-RNN algorithm.

versa. The threshold Tv is evaluated in the way that a larger value will classify the final

result as not falling, but this may increase the false detection if the falling occurs within

the time period. The Tv is set to half of the data length as 50 percent of falling occurrence,

while we also evaluated the performance using the threshold with ±10% (or ±W/10) of

the half data lengthW/2. The proposed voting algorithm can overcome the false detection

by introducing a time delay of W/20 as illustrated in Table 3.1. Therefore, to balance

the detection accuracy and the response time of rescue, the parameter of data length W

should not be too large. The performances are evaluated with various data lengths of W ,

and the maximum value of W is set to 60 as this is the maximum critical time for issuing

a fall alert (a time delay within 3 seconds).
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Table 3.1: Pseudocode of the proposed BMV

Boyer-Moore Voting Algorithm
Step 1: Extracting a window size of results with a data length of W
Step 2: Calculate the sum of the period results Rsum

Step 3: if Rsum is larger than the voting threshold Tv

The result will be 1 as falling
else
The result will be 0 as not falling

Step 4: Shift the window with one value (0.1 s) and repeat the Step.1

3.2.5 AFE Method

The flowchart of the proposed FDS with AFE method is shown in Figure 3.6. The

red rectangle represents the AFE method. Firstly, the raw data of each IMU are inputted

to estimate the quaternion value based on the attitude and heading reference system

(AHRS). Then, by utilising the quaternions of all IMUs, a 3D skeleton that reconstructs

the real motion can be achieved. Hence, the skeleton vectors and corresponding attitude

features can be calculated as the input features of the fall detection classifier. In terms

of the traditional naive FDSs, the raw data collected from IMUs will be directly used as

the input features of the classification model.

For each IMU, the raw motion data from the triaxial-accelerometer and triaxial-

gyroscope were collected. The simplified 6-DOF Madgwick AHRS was applied to estimate

the quaternion from the raw measurements synchronously [142]. The quaternion of an

IMU is defined in Equation 3.10, where n represents the discrete time data order. Initially,

q0w is 1, q0x, q
0
y, and q0z are all 0, as shown Equation 3.11.

Qn = qnw + qnx i+ qny j + qnz k (3.10)

Q0 = [q0w q0x q0y q0z ] = [1 0 0 0] (3.11)
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Figure 3.6: Flowchart of the FDS with AFE methods, represented by blocks in the red
rectangle box.

Tri-axial accelerometer data Accx,y,z was normalised using Equation 3.12.

NAccx,y,z =
Accx,y,z√

Acc2x + Acc2y + Acc2z
(3.12)

The estimated direction of gravity halfvx,y,z was calculated using Equation 3.13 - 3.15,

where n− 1 represents the previous n.

halfvx = qn−1
x × qn−1

z − qn−1
w × qn−1

y (3.13)

halfvy = qn−1
w × qn−1

x − qn−1
y × qn−1

z (3.14)

halfvz = (qn−1
w )2 + (qn−1

z )2 − 0.5 (3.15)

The error halferrx,y,z can be computed through sum of the cross product between the
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estimated and measured direction of gravity, as shown below:

halferrx = NAccx × halfvz −NAccz × halfvy (3.16)

halferry = NAccz × halfvx −NAccx × halfvz (3.17)

halferrz = NAccx × halfvy −NAccy × halfvx (3.18)

Then, the gyroscope measurement G
′
x,y,z derived from the proportional feedback Kp and

integral feedback Ki is updated as follows:

IFx,y,z = Ki × halferrx,y,z × (
1

FS

) (3.19)

G
′

x,y,z = Gx,y,z + IFx,y,z +Kp × halferrx,y,z (3.20)

The updated quaternion is calculated as shown in Equation 3.21, where n represents the

current time, and Qn is the updated quaternion values.

Qn =


1

Gx′

Gy′

Gz


T

×


qn−1
w qn−1

x qn−1
y qn−1

z

−qn−1
x qn−1

w qn−1
w qn−1

w

−qn−1
y qn−1

y −qn−1
x qn−1

x

−qn−1
z −qn−1

z qn−1
z −qn−1

y

 (3.21)

Finally, the quaternion values of the current time n can be calculated by normalising the

Qn. Since each quaternion value represents the rotation of the subject in a 3D coordinate

system, the 9 IMUs can be reflected into 3D points to construct a 3D skeleton model. The

rotation of the 3D points is calculated according to its quaternion, as defined in Equation

3.22, where P is the point in the 3D plane before rotated, Pr is the point after rotated,

Q is the quaternion, and Q
′
is its conjugate.

Pr = Q× P ×Q
′

(3.22)

The final five attitude features can be extracted using Equation 3.23, which represents

the five angles between the vectors and the x− y plane. The five vectors are the vectors
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of chest-to-origin, left and right ankle-to-thigh, and left and right wrist-to-elbow. The

angles can be calculated as:

θ = arctan
|Vz|√

V 2
x + V 2

y

(3.23)

where V represents the attitude vector, and θ is the angle between the vector V and the

x− y plane.

3.3 Experiment Setup

3.3.1 Hardware Design for FDS

The placement of wearable sensors plays an essential role in recognising falls with

a high accuracy rate [143]. The important motion data that contribute to fall-event de-

tection are associated with the moving patterns of the chest, elbow, and wrist from the

upper body, and the thigh and ankle from the lower part of the body. Hence, BNO055

IMUs [144], consisting of a triaxial accelerometer, triaxial gyroscope, and triaxial mag-

netometer, are integrated with wired connections on the back of the protective jacket

(PJ) and protective trousers (PT), as shown in Figure 3.7. The angular velocity ranges

from ±125 deg/s to ±2000 deg/s with a low-pass filter bandwidth from 523 Hz to 12

Hz, while the acceleration ranges from ±2 g to ±16 g with a low-pass filter bandwidth

from 1 kHz to 8 Hz, and the measurement range of the magnetometer is about ±4800 uT

with a resolution of 0.3 uT. The maximum output rate of 9-DOF fusion data is 100 Hz.

However, considering fast data transmission can result in low data receiving efficiency,

both the sampling rate of the 9-DOF data and the wireless transmission rate were set to

15 Hz in this study. This setting is supported by [145], which validated that a sampling

rate between 15 and 20 Hz can optimise detection performance.. An IMU was not placed

on the shoulder because shoulder movement is always associated with chest movement.
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Figure 3.7: Placement of motion sensors that are mapped to the body parts where the
motion data are critical for fall-detection computation.

Two processing units are placed on the chest and waist for receiving and transmitting

IMU data from the PJ and PT, respectively. Each processing unit consists of a Seeeduino

XIAO micro-controller unit (MCU) with a 20 × 17.5 mm2 size and 3.3 V power con-

sumption [146], a TCA9548A 1-to-8 I2C multiplexer [147] for multisensor connections, a

Bluetooth low-energy (BLE) 4.2 module [148], and a 3.7 V 400 mAh lithium-ion battery

[149], as illustrated in Figure 3.8. The IMU sensors are connected to a processing unit

with wires soldered onto the PJ and PT.

Table 3.2 summarises the components of the sensing module with their respective

specifications. To reduce the risk of damaging the components, such as IMUs, processing

units, and wires, during the data collection, foam boards were placed on top of the

components for protection, and rubber tape was used to secure the wire connections

between the processing unit and IMUs, as depicted in Figure 3.9. Finally, the IMU data

from the PJ and PT are transmitted to a terminal via BLE 4.2 for further processing, as

shown in Figure 3.10.
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Table 3.2: Components and their respective specifications in the sensing module

Component Specification

IMU

Triaxial accelerometer
Triaxial gyroscope

Triaxial magnetometer
Operating voltage: 3 V to 5 V

Seeeduino XIAO MCU

Operating voltage: 3.3 V / 5 V
CPU: 40 MHz ARM Cortex-M0+

Flash memory: 256 KB
RAM: 32 KB

Size: 20 × 17.5 × 3.5 mm
I2C: 1 pair

TCA29548A multiplexer
Operating voltage: 3 V to 5 V

I2C: 8 pairs

JDY-18 BLE

Operating voltage: 1.8 V to 3.6 V
BLE version: 4.2

Frequency: 2.4 GHz
Size: 27 × 12.8 × 1.6 mm

Lithium-lon battery
Power supply: 3.7 V
Capacity: 400 mAh

3.3.2 Simulated Fall Events Dataset

Yan et al. [20] states that falls may be categorised into four distinct types: basic

forward, backward, left, and right lateral falls. The fall-like activities can be further

subdivided into basic forward, backward, left, and right lateral falls. However, a fall event

is much more complicated during firefighting activities. Some specific activities, such as

slipping, sliding, and fainting, can also result in falls [140]. Several existing studies [20,

150, 151] demonstrate the challenges of differentiating fall-like activities, such as sitting

quickly, jumping onto a bed, and lying down slowly, from an actual fall. However, these

existing fall datasets are not suitable for detecting the falls of firefighters because most of

the recorded activities do not closely simulate realistic falling events in a fireground, such

as jumping onto a bed.

This study initiated a collaboration with firefighters from the Haishu District Fire
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Figure 3.8: Processing unit that consists of an MCU, an I2C multiplexer, a BLE 4.2
module, and a lithium-ion battery.

Brigade from Ningbo City, Zhejiang Province, China, to obtain realistic fall events by

firefighters, based on their experiences. Fourteen male firefighters (with one to three

years of firefighting experience, ages between 21 and 24 years old, with heights between

1.7 and 1.88 m) voluntarily participated in the data collection. Six of them were career

firefighters, and the other eight were volunteer firefighters.

Six types of fall activities were collected, including a forward fall with the knees, a

forward fall with the hands, left and right sides of inclined falls, a backward fall, and

a slow forward fall with a crouch. Three other activities, including crouching, sitting,

and walking with a stoop, were also collected as fall-like activities. Each firefighter was

requested to put on the developed PJ and PT and simulate falls and fall-like activities,

based on their firefighting experience. Figure 3.11 illustrates the details of the falls and
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Figure 3.9: (a) Foam board is placed on the IMU for component protection and (b) rubber
tape is used to secure the wire connections between the processing unit and IMUs.

Figure 3.10: Overall design of the communication framework from the PJ and PT to a
terminal via BLE 4.2 wireless transmission.

fall-like activities. The number of trials for each activity and total trials are summarised

in Table 3.3.

IMU data from the PJ and PT are transmitted to a laptop via BLE 4.2 wireless

communication with a 15 Hz sampling rate, as shown in Figure 3.12. A fall action consists

of three phases: pre-impact, impact, and recovery [152]. As this study aims to target the

falling event, the recorded data of the pre-impact and impact phases are labelled as fall,

whereas the rest are labelled as non-fall. The total dataset comprises 221,820 samples,

61



Figure 3.11: Demonstration of a firefighter with the proposed PJ and PT performing
different types of falls and fall-like activities, including (a) walking to a mat before falling,
(b) forward fall with the knees, (c) forward fall with the hands, (d) left side of an inclined
fall, (e) right side of an inclined fall, (f) slow forward fall with a crouch first, (g) backward
fall, (h) fall-like crouching, (i) fall-like sitting, and (j) fall-like walking with a stoop.

Table 3.3: Details of activities recorded in the dataset

Code Type Activity No. of Subject Total trials
F1

Falls

forward falls using knees 5 70
F2 forward falls using hands 5 70
F3 inclined falls left 4 56
F4 inclined falls right 4 56
F5 slow forward falls with crouch first 3 42
F6 backward falls 3 42
FL1

Fall-like
crouch 4 56

FL2 walk with stoop 4 56
FL3 sit 3 42

distributed as follows: 33,092 in F1, 31,371 in F2, 26,256 in F3, 25,539 in F4, 17,479 in

F5, 21,288 in F6, 26,670 in FL1, 13,965 in FL2, and 21,750 in FL3. The dataset is public

available at https://github.com/HCI-Laboratory/Smart-Firefighting/tree/main/

Fall%20Detection.
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Figure 3.12: Data collection, via BLE 4.2 wireless transmission to a laptop, of IMU data
from the PJ and PT.

3.4 Results

3.4.1 Performance Evaluation of Fall Detection with Multi-IMUs

First, the performance of the trained model with the proposed LSTM architecture

is presented in Figure 3.13, trained with an RTX2060 6G RAM GPU with an Intel i7-

9700 CPU (3.0 GHz). The results indicate a slow increment in the accuracy rate after 40

training epochs, with the highest accuracy of 99.95% obtained after 100 training epochs,

using all the sensor data.

Meanwhile, this study has allocated 30 different combinations of sensor placements to

further investigate the optimisation of the sensors’ placements and the number of sensors

allocated for the fall detection of firefighters. Five positions were coded, representing the

placement of the IMU on the protective clothing, as listed in Table 3.4, including the

chest, elbows, wrists, thighs, and ankles. The performance of each combination’s model is

evaluated with the metrics, including AUC, Specificity (Sp, see Equation 3.24), Sensitivity

63



(Se, see Equation 3.25) and Accuracy (Ac, see Equation 3.26).

Se =
TP

TP + FN
(3.24)

Sp =
TN

TN + FP
(3.25)

Ac =
TP + TN

TP + TN + FP + FN
(3.26)

Figure 3.13: Training results of the LSTM model using different epochs.

Table 3.4: Codes for the IMU locations

Placement Chest Elbows Wrists Thighs Ankles
Code C E W T A

Table 3.5 illustrates the performance of these 30 models. The training accuracy of

the models after 100 epochs is identical and mostly over 99.90%. In general, the best

fall detection performance improved gradually with the addition of more IMUs placed

on different sections of the cloth, with the highest Ac, Se, and Sp achieved at 94.10%,

92.25%, and 94.59%, respectively, for all IMUs included as proposed.

It is important to note that the IMU placed on the chest plays an important role in

detecting the fall of the firefighter, as the combination of EWTA, where the chest part is

64



excluded, has the lowest Ac, Se, and Sp of 90.32%, 90.72%, and 90.21%, respectively. In

addition, the IMU combinations of CET, CA, and a single C also achieved Ac of over 92%

(Se over 90% and Sp over 92%). This further emphasised that the placement of an IMU

on the chest is essential in detecting falls. In the group of two placements, combinations

that involved the chest achieved fairly high Ac of over 90% and Sp of over 90%, but Se as

low as 86.94%. Similarly, with only one IMU placement, the chest also presents a much

higher efficiency than the others.

It is also interesting to note that the combinations of EA and ET, with IMUs placed

on the elbows (PJ) and either the ankles or thighs (PT), also have Ac of over 90%, out-

performing the rest of the IMU combinations. Moreover, the fall-detection performance

based on PJ only (CEW) and PT only (TA) achieved Ac of 91.26% and 89.20%, respec-

tively, indicating that adding IMUs from PT (either the thighs or ankles) can improve

the overall fall-detection Ac by at least 2%. In summary, the results indicated that the

IMU combinations of CEWTA, CEWT, and CET had the best performance among all

metrics. Moreover, the chest position proves to be the most important placement of the

IMU in fall detection for firefighters.

Furthermore, the most efficient combinations of each quantity group were evaluated.

Figure 3.14 presents the results of the trained models in terms of accuracy and loss. The

results illustrate that the fewer the placements, the lower the efficiency in the small-epoch

training model, although the accuracy and loss were quite similar after training for 100

epochs. Moreover, Figure 3.15 illustrates the ROC curves and AUC values of these five

models. The results show that all five models perform well and have similar ROC curves.

To further evaluate the performance of these models, the efficiencies of each collected

activity were compared.
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Table 3.5: Performance of 30 IMU combinations

Quantity of IMU Combination AUC Se Sp Ac
9 CEWTA 0.97 92.25% 94.59% 94.10%
7 CEWT 0.98 91.22% 94.72% 93.98%
7 CEWA 0.95 89.04% 94.25% 93.15%
7 CETA 0.95 88.01% 95.37% 93.82%
7 CWTA 0.95 90.35% 94.21% 93.38%
8 EWTA 0.94 90.72% 90.21% 90.32%
5 CEW 0.94 88.72% 91.94% 91.26%
5 CEA 0.95 88.39% 92.24% 91.43%
5 CWT 0.98 88.39% 92.24% 91.43%
6 EWA 0.93 85.06% 92.42% 90.87%
6 EWT 0.96 89.14% 91.42% 90.94%
5 CWA 0.96 90.84% 93.02% 92.56%
5 CET 0.97 91.61% 94.06% 93.55%
5 ETA 0.96 90.54% 92.30% 91.93%
5 WTA 0.93 90.54% 92.30% 91.93%
3 CE 0.96 92.88% 89.92% 90.54%
3 CW 0.95 90.96% 93.49% 92.96%
3 CT 0.95 86.94% 92.97% 91.70%
3 CA 0.94 90.23% 93.97% 93.18%
4 TA 0.92 83.92% 90.61% 89.20%
4 ET 0.91 85.34% 92.19% 90.75%
4 EA 0.95 87.40% 93.49% 92.21%
4 WT 0.91 85.99% 84.76% 85.02%
4 WA 0.90 81.98% 90.72% 88.88%
4 EW 0.94 83.01% 90.75% 89.14%
2 E 0.91 85.08% 88.70% 87.94%
2 W 0.84 71.99% 80.65% 78.83%
2 T 0.88 78.56% 86.56% 84.87%
2 A 0.89 73.97% 92.44% 88.55%
1 C 0.96 92.82% 92.43% 92.51%

Table 3.6 presents the detailed performance of these models for each activity. To

clarify, the Se is zero for fall-like activities because no falling happens; hence, no true

falling labels appear. According to the average results of these five models, F1 and F6

in the falling activities have lower Se than the other four types. This is mainly because

these two activities have an action to reduce the impact before falling, while the others

fall directly to the ground. In F1, the knees touch the ground first before falling, and the

firefighter sits on the ground, when simulating a backward fall in F2.
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(a)

(b)

Figure 3.14: Illustration of the training performances of five trained models in (a) accuracy
and (b) loss.

Meanwhile, for the fall-like activities, the model is incorrectly predict FL2 (walking

with a stoop) as falling. This is because the physical status of the upper body is similar

to a fall event; hence, it is more difficult to distinguish FL2, if fewer of the lower body’s

features are utilised. It is also important to notice that the Sp of the falls are much higher

than those of the fall-like activities, which illustrates that fall-like motions indeed have

some similarities with falling motions, while normal walking is very different from falling.

In terms of the each model performance, all five models are sufficient for fall detection
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Figure 3.15: ROC and AUC results of the five models.

(Se over 90% and Ac over 92%); however, the CA and C models are insufficient for a

specific fall activity (F2 and F4, respectively). This illustrates that it is difficult to detect

some of the falling activities with fewer IMUs and fewer features. Moreover, CEWTA

shows a better ability to distinguish falls and non-falls because the Sp of each activity

is generally higher than that of the other models. This illustrates that the fall-detection

system can indeed be improved by using more IMUs in different positions. In general, the

IMU combinations of CEWTA, CEWT, and CET performed the best in each activity.

3.4.2 Performance Evaluation of V-RNN FDS

Table 3.7 illustrates the performance of proposed BMV in fall detection. The rank

column presents the five best models and the five worst models according to the average

value of Se, Sp, and Ac.
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Table 3.6: Detection efficiency for each fall activity

Activity
CEWTA CEWT CET

Se(%) Sp(%) Ac(%) Se(%) Sp(%) Ac(%) Se(%) Sp(%) Ac(%)
F1 91.45 96.87 95.42 87.28 98.40 95.42 89.11 98.25 95.80
F2 94.48 98.34 97.15 93.54 98.26 96.81 95.22 98.38 97.41
F3 96.55 97.20 97.00 95.69 97.58 97.07 97.09 97.10 97.10
F4 95.02 98.72 97.62 94.91 99.02 97.79 95.37 98.72 97.72
F5 96.62 97.40 97.22 98.46 97.22 97.50 97.23 97.22 97.22
F6 78.38 99.05 92.80 80.70 99.27 93.66 76.71 99.11 92.33
FL1 0 90.31 90.31 0 90.06 90.06 0 89.38 89.38
FL2 0 89.92 89.92 0 84.17 84.17 0 82.21 82.21
FL3 0 87.79 87.79 0 89.87 89.87 0 87.60 87.60
Total 92.25 94.59 94.10 91.22 94.72 93.98 91.61 94.06 93.55

Activity
CA C Average

Se(%) Sp(%) Ac(%) Se(%) Sp(%) Ac(%) Se(%) Sp(%) Ac(%)
F1 91.25 94.31 93.49 90.84 95.31 94.11 89.99 96.63 94.85
F2 81.84 95.89 91.58 97.66 95.81 96.38 92.55 97.34 95.87
F3 93.64 97.44 96.27 99.68 95.80 97.00 96.53 97.02 96.89
F4 94.61 98.08 94.07 84.14 96.61 92.90 92.81 98.23 96.02
F5 98.46 96.32 96.80 96.61 97.04 96.94 97.48 97.04 97.14
F6 78.38 97.60 91.79 88.55 97.88 95.06 80.54 98.58 93.13
FL1 0 83.72 83.72 0 99.61 99.61 0 90.62 90.62
FL2 0 86.88 86.88 0 80.88 80.88 0 84.81 84.81
FL3 0 89.99 89.99 0 93.05 93.05 0 89.66 89.66
Total 90.23 93.97 93.18 92.82 92.43 92.51 / / /

The results indicate that the inclusion of BMV algorithm improved the overall fall

detection. Based on the performances of M1 and M2-M21, most of the models with

the proposed voting algorithm perform better than the M1 that has no voting algorithm

in all aspects. It revealed that the BMV algorithm is effective in improving the fall

detection results. Moreover, in comparison of the models with the same data length W ,

the Se is improved with lower voting threshold whereas Sp is higher with increased voting

threshold. The results also stated that the threshold set as half of data length has a better

performance according to the rank of these models. In addition, the ranks also indicated

that the performances are improved significantly when the data length is increased from

4 to 30 but less significant when increased from 30 to 60. Since a longer data length
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Table 3.7: Results of ablation study of the proposed fall detection models

Group Models Se Sp Ac Rank
M1 Without BMV 96.32% 95.63% 95.73% 19(95.89%)
M2 W = 4, Tv = 2 97.04% 95.35% 95.60% 18(96.00%)
M3 W = 6, Tv = 3 97.09% 95.80% 96.00% 17(96.30%)
M4 W = 10, Tv = 4 98.58% 94.95% 95.50%
M5 W = 10, Tv = 5 97.78% 96.43% 96.64%
M6 W = 10, Tv = 6 95.74% 97.86% 97.54%
M7 W = 20, Tv = 8 98.92% 96.15% 96.57%
M8 W = 20, Tv = 10 97.76% 97.81% 97.80% 5(97.79%)
M9 W = 20, Tv = 12 95.52% 98.89% 98.38%
M10 W = 30, Tv = 12 99.16% 96.37% 96.79%
M11 W = 30, Tv = 15 97.78% 98.09% 98.05% 1(97.97%)
M12 W = 30, Tv = 18 93.67% 99.16% 98.32%
M13 W = 40, Tv = 16 99.37% 96.14% 96.64%
M14 W = 40, Tv = 20 97.62% 98.13% 98.05% 2(97.93%)
M15 W = 40, Tv = 24 91.50% 99.32% 98.13%
M16 W = 50, Tv = 20 99.54% 95.56% 96.17%
M17 W = 50, Tv = 25 97.47% 98.16% 98.05% 3(97.89%)
M18 W = 50, Tv = 30 89.09% 99.46% 97.88% 20(95.48%)
M19 W = 60, Tv = 24 99.64% 95.10% 95.79%
M20 W = 60, Tv = 30 97.42% 98.12% 98.01% 4(97.85%)
M21 W = 60, Tv = 36 86.18% 99.53% 97.49% 21(94.4%)
Note: W is the window size (data length); Tv is the voting threshold.

would result in a longer time delay, as a result, M11 with W of 30 and Tv of 15 is the

optimal model among others that showed 97.78%, 98.09%, and 98.95% in Se, Sp, and Ac,

respectively.

3.4.3 Results Comparison with Existing Work

Table 3.8 illustrates a results comparison of the proposed CWETA, M1 and M11

models with existing studies. Firstly, the proposed method only utilised a low data

sampling rate (15 Hz) to achieve higher performance in Se, Sp, and Ac, compared to the

other studies (100 Hz), which indicates a cost reduction in the data-processing complexity

and power consumption. In a comparison of the M1 (raw features) with the CEWTA

model (including computed features of quaternion and Euler angles), which have the same
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RNNmodel, the results revealed that the raw features are sufficient for fall detection, while

the computed quaternion and Euler angles increased the complexity of input features,

thus, influences the classification performance.

The study by [24] presented an acceleration-based algorithm and later further im-

proved with four other algorithms [25]. These algorithms are threshold-based, while

the four improved algorithms (A1-A4) have improved physical performance because of

a double-check method used to reduce false detection. A1 utilised all features of different

types of sensors, while the others used parts of the features. The results revealed that A5

performs worse than proposed three models in all aspects, and A2-A4 have a higher Se but

the overall Ac is less efficient. Moreover, A1 showed a 100% Ac in fall detection, which

highlighted the improvement approach of fall detection using a multi-sensory approach.

Besides, the FDS (with an IMU on the waist) proposed by [117] showed similar

performance with the proposed M1 model, but less efficient than the proposed M11 with

the BMV algorithm. In contrast, the results by [114] showed 76.8% Se, indicating that

placing IMU on the ankle contributed less to fall detection. In general, the proposed

9-IMU-based wearable FDS using the V-RNN approach showed high Se and Ac in fall

detection and significantly enhanced the classification performance compared with our

previous work.
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Table 3.8: Results comparison of fall detection with the proposed CEWTA, M1 and M11 models, and other existing work

Study Application Method Algorithm Sampling Rate (Hz) Se (%) Sp (%) Ac (%)

Pham et al.
(2018) [24]

Firefighters

1 3-DOF accelerometer
and 1 barometer on
the thigh pocket, and
1 CO sensor on the
mask (they raised 4
algorithms in [24] and
1 algorithm in [25])

A1

100

100 100 100
A2 100 94.44 95.83
A3 100 90.74 93.05
A4 100 91.67 93.75

Pham et al.
(2018) [25] A5 88.9 94.45 91.67

Shi et al.
(2020) [117]

Elderly
1 IMU on waist CNN 100 95.54 96.38 95.96

Luna-Perejon et al.
(2021) [114]

1 IMU on ankle LSTM 100 76.8 92.8 /

Kiprijanovska
et al. (2020) [116]

Ordinary
being

2 IMUs in 2
smartwatches CNN-BiLSTM 100 90.6 86.2 88.9

Proposed CEWTA

Firefighters

9 9-DOF IMUs on
the chest, wrists,
elbows, thighs and

ankles

LSTM

15

92.25 94.59 94.10

Proposed M1 LSTM 96.32 95.63 95.73

Proposed M11 V-RNN 97.78 98.09 98.05
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3.4.4 Performance Evaluation of using ML with AFE Method

Table 3.9 presents the four different sets of input features extracted for fall detection.

For metrics-based methods, the mean, range, standard deviation, and mean absolute

deviation of each feature are further extracted based on the AFE or RFE, named AFEM

and RFEM, respectively. The window size is defined as 0.5 seconds. Three of the most

commonly used ML-based methods, including decision tree (DT), K-nearest neighbour

(KNN), and support vector machine (SVM), were used to evaluate the impact different

feature sets have on these classifiers and identify the optimal classifier for the proposed

FDS.

Table 3.9: Extracted input features with different extraction methods

Features Set Total Features for 9 IMUs FDS
AFE 5 attitude features
RFE 54 (6-DOF raw data × 9 IMUs)
AFEM 5 AFE × 4 metrics = 20
RFEM 54 RFE × 4 metrics = 216

Table 3.10 presents the fall detection performance of four feature extraction methods

using KNN, DT, and SVM. The performance of the detection is evaluated using Se, Sp,

and Ac.

SVM performed the best among the three ML methods for classification. According

to the results of both AFE-SVM and RFE-SVM, although the Sp performance of both

approaches is similar, the Se of AFE-SVM is much lower than that of RFE-SVMs. It

is also important to note that the classification performance has significantly improved

after applying the AFEM. Generally, RFEM-SVM had the best Ac performance, achieving

98.63%, while the AFEM-SVM model ranked second with 98.54%. The results of AFEM-

SVM show that the proposed AFE method is effective for fall detection.
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However, as shown in Table 3.11, the processing speed and feature size of the proposed

AFE and AFEM present unique advantages with utlisation of SVM. The RFE-SVM

testing time is 23.9 seconds, which impacts the practicality of this approach for real-time

fall detection. AFE-SVM completes in only 1.185 seconds due to fewer features being

processed. In summary, the proposed AFEM method has the similar performance to the

RFEM method, but requires only a tenth of the features of RFEM, which significantly

reduces the processing time.

Table 3.10: Results of fall detection performances of four types of feature extraction
methods using KNN, DT, and SVM

Features Set Classifier Se (%) Sp (%) Ac (%)

AFE
KNN 91.38 99.51 96.98
DT 92.15 99.46 97.19
SVM 91.53 99.76 97.21

RFE
KNN 94.56 99.76 98.15
DT 95.86 99.58 98.43
SVM 96.72 99.46 98.52

AFEM
KNN 95.56 98.86 97.80
DT 93.33 98.60 96.91
SVM 97.01 99.25 98.54

RFEM
KNN 89.0 99.21 95.96
DT 94.81 98.34 97.21
SVM 97.04 99.39 98.63

Table 3.11: Results of processing time and feature size of four types of feature extraction
methods using SVM

Features Set
Training Testing

Time (s) Size Time (s) Size
AFE 115.814 5×129113 1.185 5×25912
RFE 119.751 54×129113 23.9 54×25912
AFEM 2.350 20×16966 0.133 20×3414
RFEM 7.941 216×16966 0.447 216×3414

3.5 Summary

This chapter presented our preliminary study on FDS where a novel wearable FDS for

firefighters is proposed, by embedding nine IMU sensors on the firefighting PPC. In this
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study, the simulated falling events were designed based on the experiences and feedback

collected from firefighters, and fourteen firefighters participated in the data acquisition.

This preliminary study denoted the potential of wearable embedded motion sensors for

identifying the falling activities of firefighters. Through evaluating the placements of

IMUs, the results indicate that an IMU placed on the chest was critical for achieving

the best fall detection performance. It also concluded that placing IMUs on the chest,

elbows, and thighs could also achieve an acceptable fall detection performance with higher

cost efficiency. Additionally, by utilising the proposed RNN and V-RNN, this study

highlights the effectiveness of using DL methods in FDS, and presents an optimal V-

RNN model with W = 30 and Tv = 15, which achieves a Se of 97.78% and a mean

Ac of 98.05%. Compared with existing studies, our FDS outperforms others with a lower

sampling rate, reducing computation costs and power consumption. Finally, the proposed

AFE and AFEM methods demonstrated significant reductions in processing time and

feature dimensionality, making them suitable for on-device fall detection classification

within resource-constrained processing architectures.

Although the proposed 9-IMU-based FDS achieves high Ac in detecting fall-related

dangers in firefighting, there are two issues we found during our experiments that should

be addressed. First, during data collection, the wired connections with sensor nodes are

found to be vulnerable to practical use for firefighters. An alternative design of wearable

prototype with wireless connections is to be explored for improving the sensing stabil-

ity. Besides, the coverage of BLE was identified to be highly affected by walls and other

obstacles within the range of meters. Future work should also focus on improving the col-

lection of sensor data approach through enhancement in the wireless network transmission

framework.
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Overall, this study contributes to the development of a highly accurate and efficient

safety risk assessment model for firefighters, specifically targeting the detection of fall-

related activities. However, two issues should be addressed: a reliable wireless network

to ensure transmission efficiency and a PI-FDS to detect falls ahead. Therefore, the

next study (see Chapter 4) will research the IoT-based PI-FDS for detecting the early

imbalance phase of falls to improve the algorithm efficiency and provide a reliable network

to transmit information effectively.
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Chapter 4

Design of IoT-Based Pre-Impact Fall
Detection Model for Firefighters

4.1 Introduction

PI-FDS is developed to enhance risk assessment by detecting falls before impact oc-

curs, allowing for timely alerts and the activation of protective measures such as airbag

systems or emergency signals. Designed for real-time applications, an ideal PI-FDS should

operate on lightweight hardware and employ algorithms with minimal computational de-

mands to ensure efficiency. Traditionally, micro-controllers implemented detection algo-

rithms using classical threshold-based methods [153]. However, with the advancement of

SoC technology and ML, edge computing has become feasible. Previous studies on FDS

and PI-FDS often executed algorithms on high-performance computers, but few addressed

the processing time required for detection algorithms.

Using datasets from prior FDS studies (Figure 3.11 and Table 3.3), this study explores

integrating PI-FDS into FRAS. It evaluates pre-impact fall detection performance using

ML and EL methods typical in HAR and FDS applications, identifying optimal approaches

for edge deployment. Notably, effective networking is crucial for PI-FDS, as previous FDS

prototypes faced challenges with long-range BLE transmission. To address this, an IoT

network framework for firefighting (IoF) is designed to support distributed monitoring

and coordinated rescue responses using advanced IoT techniques.
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This study is published as:

• [Journal] Pre-Impact Firefighter Fall Detection Using Machine Learning on the

Edge, IEEE Sensors Journal, 2023 (IF = 4.3, CAS Q2, JCR Q1).

• [Patent] A Wearable Device for Fall Detection, 2023, CN218684386U. (Granted)

The remainder of this chapter is structured as follows: Section 4.2 details the IoF

framework’s structure, the edge device used for algorithm deployment, and the ML-based

PI-FDS algorithm utilising a class-imbalanced thresholding method. Section 4.3 presents

the classification performance of candidate classifiers and discusses the optimal PI-FDS

model, evaluating real-time performance on the edge. Finally, Section 4.4 concludes with

a summary of this study and outlines future research directions.

4.2 Methodology

4.2.1 Hardware Design

This study designed an IoF transmission framework integrated with WBSN and IoT

networks, which considered the sufficiency of transmission throughput and range for di-

verse firefighting missions. Figure 4.1 displays an overview of the system architecture,

including the WBSNs using BLE in the fireground, which are linked to the IoT network

(outside the fireground) via LoRa. The framework can be broadly divided into four mod-

ules: the sensor node (SN), the body node coordinator (BNC), the long-range wide-area

network (LoRaWAN) gateway, and the command terminal device (tablet PC). The WBSN

was constructed based on the existing firefighting equipment. For each firefighter, nine

SNs integrated into the firefighting suit were placed at the chest, wrists, elbows, thighs,

and ankles. The BNC, which was integrated into the helmet, transmitted the monitoring
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information to the gateway installed on the firefighting vehicle outside.

Figure 4.1: Overview of the IoF framework.

Table 4.1 specifies the main hardware components utilised in the IoF framework,

and Figure 4.2 details the components utilised in the SN and BNC. The SN primarily

consisted of a micro-controller unit (ESP32-D0WDQW6-V3) and an IMU (BNO055),

which collected data and transmitted them over the WBSN. The IMU was configured

to collect data on tri-axial acceleration and tri-axial angular velocity. To balance power

consumption and accuracy, the IMU sampling rate was set to 15 Hz [145].

As for the BNC, a Raspberry Pi Zero 2W (RPI-2W) was utilised as the edge to

deploy the detection algorithm. This micro-processor was used because it has sufficient

external memory to store the pre-trained models and was compatible with MicroPython.

Besides operating the PIFDS, the BNC also constructed a WBSN with BLE connection

to receive data from nine SNs, and it sent the detection results and monitoring data to

the LoRa gateway via the LoRaWAN module.
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The USR-LG220 LoRaWAN gateway [154] was pre-installed on the firefighting ve-

hicle. The Internet access is supported by the China Mobile 4G provider. The gateway

transmits client data to the IoT cloud platform provided by the gateway vendor. The

gateway was also connected to the terminal via LAN so that the terminal could receive

data properly under extreme circumstances with no 4G network available.

Table 4.1: Hardware specification of IoF framework

Modules Components Specification

SN

BNO055
9-DOF IMU

Sampling rate: 100 Hz
Xtensa 32-bit dual-core CPU

ESP32- 448 KB ROM & 520 KB SRAM
D0WDQ6-V3 2.4 GHz Wi-Fi & BLE 4.2

Operating voltage: 3.3 V

BNC

LoRaWAN
terminal module

ASR6601 SoC
Frequency range: 398-525 MHz

Data rate: 0.814 Kbps

Raspberry Pi
Zero 2W

1 GHz quad-core Arm Cortex-A53
512 MB RAM

2.4 GHz Wi-Fi & BLE 4.2
3 data channels

Firefighting LoRaWAN WAN × 1 & Wi-Fi
Vehicle Gateway 4G LTE (support 2G/3G)

Operating voltage: 5-36 V

Figure 4.2: Major components integrated into the SN (left) and BNC (right), including
1: Charging port, 2: ESP32-D0WDQ6-V3, 3: PCB antenna, 4: BNO055, 5: battery, 6:
Raspberry Pi Zero 2W, 7: antenna, and 8: LoRaWAN module.
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4.2.2 Skeleton Reconstruction

In real firefighting scenarios, blindly relying on the detection results to carry out the

rescue of a firefighter will result in lower firefighting efficiency. Studies by [155, 156, 157]

showed that the most significant advantage of the proposed nine-IMU wearable system is

the ability to 3D model the skeleton of firefighters as an alternative to computer vision

technology for synchronously reconstructing the attitude of firefighters. The reconstructed

attitude of firefighters can be derived through a manual double-check method to decrease

the likelihood of a false alert.

MEMS based IMUs exhibit drift over time, particularly in the case of the gyroscope.

Study by [158] stated that the drift observed after a one-hour test ranges between 0.04◦

and 1.08◦. Consequently, prior to data collection, firefighters complete a 10-second initial

calibration procedure while maintaining a stationary pose to counteract the drift. The

calibration stage also serves to align all IMUs from their local coordinate systems to

the standard east-north-up (ENU) system, utilising gravity and magnetic vectors (see

Chapter 3.2.1). After calibrated data was collected, the Madgwick AHRS method was

used in order to estimate the quaternions of the IMU based on the tri-axial acceleration

and angular velocity [142]. Subsequently, these generated coordinates for each point

could be calculated based on the previous coordinates and the quaternions, according to

Equation 3.22.

Figure 4.3 illustrates the 3D skeleton plots and corresponding real motions performed

in our previous data acquisition described in Chapter 3.3.2. A 3D skeleton model is

initially plotted with 19 points, as shown in Figure 4.3a, which can be divided into trunk-

related and IMU-related. IMU-related points, representing IMU locations placed on the
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body, are updated according to the rotation of IMUs. The trunk-related points, referring

to the kinematics of the firefighter, are assumed to have the same rotation of the chest

IMU. The 3D visualisation allows the IC to monitor the motion of the firefighters and

arrange a rescue if necessary.

(a) (b)

(c) (d) (e)

Figure 4.3: Illustration of the (a) 3D skeleton plots that represent (b) walking, (c) F6
event, (d) F3 event, and (e) F4 event (see Table 3.3).

4.2.3 Pre-impact Fall Detection Algorithm

Classifier and Hyperparameter Optimization

The raw motion data collected from the IMUs, including the tri-axial acceleration (in

m/s2) and the tri-axial angular velocity (in deg/s), are fed directly into the classifier model

as feature inputs. Thus, the total number of columns required for the input features for

all nine IMUs is 54. According to various studies in FDS and human activity recognition

(HAR), TBA- and ML-based methods are more suitable for the edge node because they are

less computationally expensive. However, DL-based methods commonly perform better in

accuracy and sensitivity because high-level features can be automatically extracted [159].
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Table 4.2: Hyperparameters in the ML and EL models

Classifier Parameter Description

SVM
C = {1, 3}

kernel = {‘rbf’,’linear’,’poly’}

Decision Tree
max depth = {1, 2, ..., 9, 10}
criterion={’gini’,’entropy’}

AdaBoost
learning rate = {1, 0.5, 0.2, 0.1, 0.05}

n estimators = {30, 40, ..., 100, 110, 150, 200, 300}

Random Forest
n estimators = {40, 50, ..., 120, 130}

criterion={’gini’,’entropy’}

KNN n neighbors = {5, 6, 7, 8, 9, 10, 11}

Logistic Regression Default

Stacking Combinations with the optimal models above

Even though various ML methods have been proposed in previous studies [160], no

study has comprehensively compared these methods. In this study, DT, KNN, SVM,

and logistic regression were evaluated to investigate their performance in pre-impact fall

detection applications. In addition, EL is widely used in FDS and HAR to achieve higher

accuracy by combining the results from certain weak learners. For instance, the study

by [161] proposed the Stacked LSTM-Net model for HAR and proved that the ensemble

DL model exhibited better performance than these base models. EL approaches can be

categorised into three types: bootstrap aggregating (bagging), boosting, and stacking. In

this study, three basic implementations were selected from each of these types, including

RF, AdaBoost, and the stacking classifier with ML combinations. Table 4.2 depicted the

hyperparameter setting for the ML methods utilised in this study.
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Class-Imbalanced Thresholding

Given that the pre-impact phase typically lasts 200-400 ms [117], the class imbalance

is identified with minority samples on the pre-impact (PI) class. To address this issue, the

moving threshold method [162] is adopted to increase Ac of classification with imbalanced

classes. The imbalance between the majority class and the minority class is represented

by the ratio defined as follows:

ρ =
samples in majority class

samples in minority class
(4.1)

The estimated threshold that matches the class contributions is computed as:

λ̂ = argminλ|f − fλ| (4.2)

where f is the frequency of the minority samples in the training dataset and fλ is the

frequency of the estimated minority samples with a given threshold λ. The relationship

between the λ and the ρ is described by

λ∗ =
1

N
(k × e−ρ/10×k +

k

10
) (4.3)

where N is the number of classifiers and k is the classical threshold (set as 0.5). For a

singular classifier, N is set to 1 by default, but the value is depending on the number of

classifiers stacked in the stacking method.

The simulated fall events dataset described in Chapter 3.3.2 is utilised in this study.

The data are relabelled by only identifying the pre-impact phase as the fall. Within the

dataset of 221,820 samples, 27,885 samples are categorised as pre-impact labels. When

training the models, 80% of the dataset was used for training and 20% for testing. To

achieve a balance between processing speed and accuracy, the candidate models were first
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trained and tested using a PC with an i7-9700 3.0 GHz CPU and NVIDIA RTX2060 6G

RAM GPU. Next, to investigate the effectiveness of running the algorithm on the BNC,

the candidate models were run on the RPI-2W. Then the trained models were deployed

on the RPI-2W to validate the on-device performance.

4.3 Results

4.3.1 Evaluation of Candidate Classifiers

Firstly, the candidate classifiers with optimised hyperparameters that could be effec-

tive on the edge node was investigated. The performance of these binary classifiers was

evaluated by calculating the area under the ROC curve (i.e., the AUC), and the process-

ing time. The ideal candidate classifier should show equally high performances on both

criteria, and the acceptable processing time for the testing dataset (18936 samples with

54 features) should be less than 1 second with an AUC of more than 0.98.

Figure 4.4 represents the performance and processing time of these models. Logistic

regression was not included as the comparable of hyparameters is unlikely, but showed

AUD of 0.9764 and an execution time of 0.0016 s. Among the ML and EL methods, KNN

showed the lowest performance as the AUC only reached 0.941 and the processing time

was over 12 s, which indicates that it is not suitable for the edge node. Hence, in the

stacking implementation, the KNN was not used as a base classifier.

In terms of the classifier performance, the RF with 80 estimators and gini criterion

outperformed the others with an AUC of 0.997, while the DT approach was much faster

with an average execution time of 0.0019 s. Furthermore, increasing the depth value of

the DT did not improve its performance, and the entropy function was more suitable than
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Figure 4.4: Performance evaluation with different hyparamater settings for (a) KNN, (b)
SVM, (c) DT, (d) RF, (e) AdaBoost, and (f) stacking.

the gini. However, the variation of RF that used the gini criterion exhibited a superior

performance. The processing time of the RF was proportional to the number of trees in

the forest.

For the SVM, the linear kernel and rbf kernel achieved similar AUC results, but

the processing time was significantly reduced with the linear kernel. In terms of overall

performance, the SVM-LC3 was selected as one of the candidates.

For AdaBoost, there should be a trade-off between the learning rate and the n estimators.

Considering the execution time of these models, the model with 40 estimators and a learn-

ing rate of 0.5 was selected as the candidate. Moreover, the processing time of the stacking

86



classifiers is relevant to the base classifier utilised. Overall, LRA (which used logistic re-

gression, RF, and AdaBoost as the base classifiers) was the optimal classifier, achieving

an AUC of 0.9961 and an execution time of 0.188 s.

In summary, after evaluating these ML and EL methods, five classifiers, including

SVM-LC3, DT-ED4, RF-GN80, AB-LR05N40, and STACK-LRA were selected to be

further evaluated on the edge node.

4.3.2 Evaluation of the On-the-Edge Node

Apart from Ac, Se, and Sp, the lead time, which represents the time of the earliest

occurrence detection before a collision, is also measured. To investigate the effectiveness

of using the class-imbalanced thresholding method, the Youden index was also computed,

as defined in Equation 4.4. In firefighting scenario, the Youden index assumes greater

importance as it establishes a balance between Se and Sp, which not only ensures detection

correctness but also considerably minimises the false alert rate.

J = Se+ Sp− 1 (4.4)
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Table 4.3: Results of the five optimised classifiers with NT, CIT, and HST methods

Methods
Real-Time Execution

Se (%) Sp (%) Ac (%) J (%) Lead Time (ms)
Time in RPI-2W (ms)

SVM-LC3 | w/ NT |
2.1557

77.62 99.66 98.83 77.29 386.5
SVM-LC3 | w/ CIT | 94.41 94.84 94.82 89.25 447.9
SVM-LC3 | w/ HST | 98.37 66.99 68.17 65.35 316.2
DT-ED4 | w/ NT |

0.6816
82.75 99.56 98.93 82.31 423.7

DT-ED4 | w/ CIT | 95.10 97.99 97.88 93.09 447.9
DT-ED4 | w/ HST | 98.13 94.87 95.00 93.01 375.1
RF-GN80 | w/ NT |

65.203
80.89 99.85 99.13 80.73 436.5

RF-GN80 | w/ CIT | 98.83 95.04 95.18 93.87 447.9
RF-GN80 | w/ HST | 100 91.95 92.22 91.95 370.7

AB-LR05N40 | w/ NT |
27.151

81.59 99.62 98.94 81.20 429.2
AB-LR05N40 | w/ CIT | 96.50 96.96 96.95 93.47 447.9
AB-LR05N40 | w/ HST | 99.77 69.76 70.88 69.52 316.2
STACK-LRA | w/ NT |

93.927
80.89 99.82 99.11 80.70 425.1

STACK-LRA | w/ CIT | 93.01 99.27 99.03 92.28 447.9
STACK-LRA | w/ HST | 99.30 89.23 89.61 88.53 357.4

Note: ’w/’ represents ’with’.
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Table 4.3 presents the experimental results for the five classifiers used by the RPI-

2W with the normal thresholding (NT), class-imbalanced thresholding (CIT) method,

and the highest Se thresholding (HST) method. The real-time execution represents the

processing time required for the RPI-2W to collect the data and compute the detection

results. The classical 0.5 threshold value caused the Se to be far lower than the Sp,

which was to be expected for the class-imbalanced issue. Employing CIT, a decrease in

Sp may result in the increasing demand of monitoring a firefighter’s status. However,

the improved Se and significant increase in the Youden index contribute to enhanced

firefighter safety. These findings suggest that maximising Se with the HST approach

leads to a considerable decline in Sp, Ac, and lead time. On the contrary, the CIT can

contribute to the lead time because more samples could be correctly classified. In terms

of real-time performance, these classifiers are adequate for this study with 15 Hz sampling

rate except for the stacking implementation. DT-ED4 only required 0.6816 ms to execute

the model, which is optimal for real-time PI-FDS. Overall, DT-ED4, RF-GN80, and AB-

LR05N40 exhibited favourable detection performances, with Youden indices higher than

93%.

Previous study (see Chapter 3.4) showed that chest-mounted IMU was most vital in

deciding FDS performance, and presented that a model incorporating all nine IMUs is

more effective than alternative configurations. In this study, the performance of PI-FDS

using various combinations of IMUs was further explored. Drawing on the earlier findings,

five combinations of IMUs were investigated: CEWTA (9 IMUs), CEWT (7 IMUs), CET

(5 IMUs), CA (3 IMUs), and C (1 IMU), where C, E, W, T, and A denote chest, elbow,

wrist, thigh, and ankle, respectively. Figure 4.5 depcited that the CEWTA outperforms

other configurations across all three classifiers according to the Youden index, and IMUs
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with fewer than 5 showed significant decline in classification performance. Interestingly,

for DT-DE4 and RF-GN80, the performance of CET configuration is highly close to that

of CEWTA, whilst requiring less execution time due to a reduced number of features.

Consequently, the PI-FDS utilising the CET combination of IMUs could represent an

optimal choice in practice, with the full nine IMUs employed solely for pose reconstruction

purposes.

Figure 4.5: Results of the five combinations of IMUs using DT-ED4, RF-GN80, and AB-
LR05N40 with CIT method.

Then, the performance of these three classifiers is evaluated for each activity, which

is depicted in Table 4.4. The RF-GN80 achieved a Se of 100% for the F2, F3, F5, and

F6 actions, but the Sp was quite low, which means the CIT shifted the balance more

toward Se. Furthermore, all three classifiers exhibited poorer performances for the F5

action, which was a slow squat on the ground that simulated fainting. This is significant

because the slow squat resulted in a smaller difference in acceleration than other fall

actions. Moreover, these three classifiers performed well in distinguishing between the

fall and fall-like actions. In summary, the results of a comprehensive evaluation of the

processing speed and detection performance of the candidate classifiers revealed that DT-

ED4 is more suitable for the PI-FDS as its execution time was short with 0.6816 ms and

its Se, Sp, and Ac were 95.1%, 97.99%, and 97.88%, respectively.

Table 4.5 compares the performance of the proposed DT-ED4 with the CIT method
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Table 4.4: Performance evaluation of DT-ED4, RF-GN80, and AB-LR05N40 models with
the CIT method

Activity Method Se (%) Sp (%) Ac (%)
F1 DT-ED4 95.60 93.26 93.59
F1 RF-GN80 96.70 86.17 87.63
F1 AB-LR05N40 96.70 94.33 94.66
F2 DT-ED4 100.00 94.13 94.80
F2 RF-GN80 100.00 81.67 83.75
F2 AB-LR05N40 100.00 94.57 95.19
F3 DT-ED4 95.95 96.66 96.57
F3 RF-GN80 100.00 88.50 89.89
F3 AB-LR05N40 94.59 94.43 94.45
F4 DT-ED4 92.86 94.62 94.43
F4 RF-GN80 98.57 87.28 88.54
F4 AB-LR05N40 94.29 92.65 92.83
F5 DT-ED4 82.69 90.63 89.60
F5 RF-GN80 100.00 87.78 89.36
F5 AB-LR05N40 92.31 89.20 89.60
F6 DT-ED4 100.00 93.09 93.67
F6 RF-GN80 100.00 86.51 87.63
F6 AB-LR05N40 100.00 92.11 92.76
FL1 DT-ED4 - 99.61 99.61
FL1 RF-GN80 - 98.75 98.75
FL1 AB-LR05N40 - 97.65 97.65
FL2 DT-ED4 - 99.88 99.88
FL2 RF-GN80 - 98.95 98.95
FL2 AB-LR05N40 - 99.88 99.88
FL3 DT-ED4 - 99.89 99.89
FL3 RF-GN80 - 98.72 98.72
FL3 AB-LR05N40 - 99.52 99.52

to the results of other similar studies. Adjusting the threshold value to maximise the

detection of fall events could achieve Se of 100% [152], but this resulted in an obvious

decrease in Ac. The comparison indicates that the proposed method has a higher lead

time and a better balance between Se and Sp. The overall results of this study revealed

a slight improvement in the detection performance compared to [117, 122, 123], and the

proposed method only require lower sampling rate for the IMU, exhibits greater power

consumption for on-the-edge node.
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Table 4.5: Performance comparison of PI-FDS with relevant studies

Study
Sampling

Se (%) Sp (%) Ac (%) Lead Time (ms)
Rate (Hz)

Wu et al. (2019) [122] 100 95.50 97.30 96.40 376-404
Ahn et al. (2019) [152] 100 100.00 83.90 90.30 Not specified
Shi et al. (2020) [117] 50 94.52 96.52 95.55 Not specified
Jung et al. (2020) [125] 100 96.10 90.50 92.40 280.25
Sousa et al. (2022) [123] 400 94.04 97.67 95.86 259

Proposed Method 15 95.10 97.99 97.88 447.9

4.4 Summary

This chapter explores the feasibility of applying ML and EL methods on edge devices

to enhance the performance of proposed PI-FDS in real-time firefighting scenarios, as RQ2

mentioned. To ensure efficient sensor data transmission, the study proposed an IoT frame-

work (IoF) for PI-FDS, facilitating remote monitoring and early warning mechanisms. To

address the issue of imbalanced classifier contributions, a class-imbalanced thresholding

method was introduced, which improved classification performance by balancing Se and

Sp. The study also summarised the design of an efficient safety risk assessment model

for firefighters by evaluating fall-related risks. It highlighted the need to carefully con-

sider the trade-off between Ac and efficiency. However, an effective FRAS should achieve

real-time monitoring of various activities, whilst the FDS can only distinguish fall-related

risks. Therefore, the next study (see Chapter 5) will research the detailed firefighting

activities beyond fall detection to provide a more reliable safety risk assessment model.
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Chapter 5

Design of IoF-Based Wearable Multi-
Sensing Firefighting Activity Recog-
nition Model

5.1 Introduction

This chapter introduces an IoF-based multi-IMU wearable sensing model designed

to enhance the FRAS with a FAR algorithm. This algorithm efficiently differentiates

specialised firefighting activities. The main contributions of this study include:

• This work utilises fewer sensor nodes to reduce power consumption and ensure

stable wireless transmission. Additional sEMG sensors are integrated to measure

muscular exertions during firefighting activities, such as lifting hoses and rescuing

victims. The BNC is redesigned to attach to the SCBA, facilitating data collection

without interfering with firefighting missions.

• The study focuses on SCBA endurance training, resulting in the publicly available

SFTAA dataset. This dataset includes data from eighteen firefighters engaged in

SCBA endurance training activities. Activities are categorised into upper and lower

body subcategories, including motion, HR, sEMG, and environmental data.

• A novel HML-based network is introduced to classify complex firefighting activities

using the SFTAA dataset. The study emphasises the importance of sensor placement
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by analysing its impact on the classification performance of firefighting activities.

This study is published as:

• [Journal] IoT-FAR: A multi-sensor fusion approach for IoT-based firefighting activ-

ity recognition, Information Fusion, 2024 (IF = 14.7, CAS Q1, JCR Q1).

The remaining sections are structured as follows: Section 5.2 introduces the pro-

posed HML-based network for the FAR algorithm. Section 5.3 provides an overview of

the hardware design of the IoT-FAR system architecture and details the experimental

setup for data collection. Section 5.4 presents the experimental results and performance

evaluations. Finally, Section 5.5 summarises key insights and outlines potential directions

for future research.

5.2 Methodology

5.2.1 Data Pre-Processing

During the preliminary analysis, it was observed that trained firefighters consistently

exhibited high HRs with low variability in HR data which resulting in low significance

for FAR prediction based on firefighter conditions. Additionally, since SCBA endurance

training was conducted in a controlled environment lacking realistic firefighting scenarios

with actual fire and smoke, environmental and HR data were excluded from the FAR

analysis in this study.

The time-series raw data from the IMU at time step t for the sensor node S are
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represented as AS
t , G

S
t , and ES

t , which are defined as follows:

AS
t = [AxS

t , Ay
S
t , Az

S
t ] ∈ R3, (5.1)

GS
t = [GxS

t , Gyst , GzSt ] ∈ R3 (5.2)

where AxS
t , AySt , and AzSt represent the acceleration forces (m/s2) along the x-, y-

, and z-axis (including gravity), respectively. Similarly, GxS
t , GySt , and GzSt repre-

sent the rotational rates (rad/s) around the x-, y-, and z-axis, respectively, and S ∈

{B,LA,RA,LS,RS}. The sEMG data collected from four nodes placed on the limbs,

denoted by ES
t , can be represented as the following sequence of raw data for S:

RS =

{
([AS

t , G
S
t ])

T
t=1 ∈ R6×T , S ∈ {B}

([AS
t , G

S
t , E

S
t ])

T
t=1 ∈ R7×T , S ∈ {LA,RA,LS,RS}

(5.3)

where T is the sequence length, and no sEMG data is recorded for sensor node B, which

is placed on the body trunk. The 6-DOF IMU data was then transformed into the signal

magnitude vector (SMV) [163] and the angular axis of acceleration vector (AAV) [164].

The SMV is defined by Eqs. 5.4 to 5.5, and the AAV is defined by Eq. 5.6:

SMV aSt =
√

(AxS
t )

2 + (AySt )
2 + (AzSt )

2 (5.4)

SMV gSt =
√

(GxS
t )

2 + (GySt )
2 + (GzSt )

2 (5.5)

AAV S
t = cos−1(AS

t /Av
S
t ) (5.6)

where AvSt denotes the three-axis acceleration force vector, and the processed data P S
t is

given by:

P S =

{
([SMV aSt , SMV gSt , AAV

S
t ])Tt=1 ∈ R5×T , S ∈ {B}

([SMV aSt , SMV gSt , AAV
S
t , ES

t ])
T
t=1 ∈ R6×T , S ∈ {LA,RA,LS,RS}

(5.7)

The study evaluated various window sizes and selected a 2 s window (W) with a 1.5
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s overlap (V) for feature extraction segmentation. In addition to the four features utilised

in RS1 (Section 3.2.2), this study included a total of 31 features, comprising 25 time-

domain features and 6 frequency-domain features. The SHapley Additive exPlanations

(SHAP) method [165] was then employed to assess the importance of features associated

with IMU and EMG data. Table 5.1 illustrates the final selected features F S
a,n, denoted

as:

F S
a,n = fa(P

S
n ) = fa(P

S
(n−1)×V+1:W+(n−1)×V ) : n ∈ N (5.8)

where a is the index of a feature, n is the segments of features, N represents the set of

segments, and fa(P
S
n ) represents the function for calculating the a− th feature at n− th

segment.

In total, 654 features were extracted for each window segment across five sensor

nodes (excluding one sEMG sensor node, as shown in Fig. 5.3). Fig. 5.1 shows the data

pre-processing steps for EMG and accelerometer data on the LA node, including data

segmentation and feature extraction.
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(a)

(b)

Figure 5.1: Data pre-processing stages for the LA node, illustrating (a) EMG and (b)
ACC data segmentation and feature extraction.
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Table 5.1: List of selected features, including 25 time-domain features and 6 frequency domain features

Domain Feature SMVacc SMVgyr AAVx AAVy AAVz EMG

Time

Mean (MN) ✓ ✓ ✓ ✓ ✓ ✓
Standard Deviation (STD) ✓ ✓ ✓ ✓ ✓ ✓

Range (RG) ✓ ✓ ✓ ✓ ✓ ✓
Mean Absolute Deviation (MNAD) ✓ ✓ ✓ ✓ ✓ ✓
Median Absolute Deviation (MDAD) ✓ ✓ ✓ ✓ ✓ ✓

Mean Absolute Value (MAV) ✓ ✓ ✓ ✓ ✓ ✓
Simple Square Integral (SSI) ✓ ✓ ✓ ✓ ✓ ✓
Root Mean Square (RMS) ✓ ✓ ✓ ✓ ✓ ✓

Average Amplitude Change (AAC) ✓ ✓ ✓ ✓ ✓ ✓
L2norm (L2N) ✓ ✓ ✓ ✓ ✓ ✓
L-Scale (LSC) ✓ ✓ ✓ ✓ ✓ ✓

Difference Absolute Standard Deviation (DASTD) ✓ ✓ ✓ ✓ ✓ ✓
Interquartile Range (IQR) ✓ ✓ ✓ ✓ ✓ ✓

Skewness (SKEW) ✓ ✓ ✓ ✓ ✓ ✓
Signal Magnitude Area (SMA) ✓ ✓ ✓ ✓ ✓ ✓

Kurtosis (KURT) ✓ ✓ ✓ ✓ ✓ ✓
Autocorrelation (CORR) ✓ ✓ ✓ ✓ ✓ ✓

Auto-Regressive Coefficient (ARC) ✓ ✓
Logarithm Base 10 (LOG) ✓

Zero Crossing (ZC) ✓
Sequential Segments Change (SSC) ✓
Myopulse Percentage Rate (MYOP) ✓

Willison Amplitude (WAMP) ✓
Hjorth Mobility (HJM) ✓ ✓ ✓ ✓ ✓

Hjorth Complexity (HJC) ✓ ✓ ✓ ✓ ✓

Frequency

Mean Frequency (MNF) ✓ ✓ ✓
Median Frequency (MDF) ✓ ✓ ✓
Spectral Peak Height (SPH) ✓ ✓ ✓

Peak Frequency (PF) ✓ ✓ ✓
Total Power (TP) ✓ ✓ ✓

Variance of Central Frequency (VCF) ✓ ✓ ✓
Total Features Per SN 26 23 19 19 19 31

Total SN 5 5 5 5 5 4
Total Features 130 115 95 95 95 124
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5.2.2 Proposed HML-based Network

This study introduces an HML-based network tailored to the unique sensor place-

ments on firefighters, as depicted in Fig. 5.2, comprising three distinct models: one

integrating all selected features (MA), another focusing solely on upper body (UB) fea-

tures (MU), and a third emphasizing lower body (LB) features (ML). The features for

UB and LB are denoted as FUBb,n and FLBc,n, respectively, and are represented by:

FAa,n =
∑

F S
a,n = [FUBb,n, FLBc,n] (5.9)

where b and c are the indices of the features for UB and LB, respectively.

The UB activities are further categorized based on muscle force usage into instan-

taneous force (UB1), continuous force (UB2), and irrelevant activities (UB3). Similarly,

LB activities are classified based on leg movement patterns, including climbing (LB1),

walking (LB2), and stationary positions (LB3).

Figure 5.2: Overview of the proposed HML-based network flowchart.

Table 5.2 outlines the UB and LB sub-activities corresponding to main activities

A1 to A8, alongside the number of segmented data instances obtained post data pre-
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processing and validation via recorded videos, totaling 26,947 segmented data instances.

Note that the activity durations vary among firefighters; for instance, activities involving

climbing (A4) or descending stairs (A6) span longer durations, resulting in increased

segmented data instances, as shown in Table 5.2. Despite this variance, data collection

complied with an individual-centric approach, with all firefighters undergoing identical

SCBA endurance training. While this approach may lead to slight class imbalances across

the eight activities, it does not significantly impact the model’s training and testing phases.

Table 5.2: Sub-activities of UB and LB associated with main activities, including raw and
segmented data counts.

Main
Sub-Activity Sub-Activity No. Raw No. Segmented

UB LB Data Data
A1 UB1 LB3 14,410 2,684
A2 UB2 LB2 11,002 2,005
A3 UB2 LB2 15,550 2,930
A4 UB2 LB1 23,338 4,494
A5 UB1 LB3 12,740 2,386
A6 UB2 LB1 20,152 3,854
A7 UB3 LB2 27,202 4,922
A8 UB3 LB3 19,512 3,672

Total 143,906 26,947

The final step involves a weighted combination to determine the probability of each

activity by aggregating predictions from the three models using predefined weights, for-

mulated in Eq. 5.10:

P (Fi) = P (Ai) + P (Ui|j)× Ūi|j + P (Li|k)× L̄i|k (5.10)

where i ∈ {A1...A8}, j ∈ {U1, U2, U3}, k ∈ {L1, L2, L3}, P (A), P (U), and P (L) denote

the predicted probabilities of the MA, MU, and ML models, respectively. Ū and L̄

represent the mean accuracies of the MU and ML models, respectively. Here, i|j and i|k
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signify the corresponding combination of UB and LB sub-activities. For instance, for A1:

P (FA1) = P (AA1) + P (UA1|U1)× ŪA1|U1 + P (LA1|L3)× L̄A1|L3 (5.11)

5.2.3 Classifier Selection

To assess the effectiveness of the proposed Hybrid Machine Learning (HML) network,

the study initially concentrated on selecting the most suitable machine learning (MA)

classifiers, considering both their accuracy and processing time, which are crucial for

real-time embedded activity classification (see Fig. 5.2). Four classifiers are evaluated:

KNN [74], DT [75], SVM [76], and RF [74]. The hyperparameters for these classifiers

were examined and adjusted to determine the optimal configurations for the network.

The optimal hyperparameters for the MA, MU, and ML models were detailed in Table

5.3, with variations observed across classifiers. For example, KNN and DT exhibited

different hyperparameter configurations for MA, MU, and ML models, whereas others

maintained consistent configurations across these models. In addition, two NNs were

investigated: the CNN-LSTM, which is widely used in HAR [27], and the Multi-ResAtt

[68], recognized for its high performance in multi-sensor fusion. It is also important to

note that the architectures of CNN-LSTM and Multi-ResAtt networks were specifically

redesign to reflect firefighting task characteristics rather than generic human activities.

5.3 Experimental Setup

5.3.1 Hardware Design

The findings of the study revealed that the heterogeneous IoF network exhibited

improved data transmission throughput and range across various firefighting scenarios,
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Table 5.3: Utilised classifiers and their respective hyperparameter for evaluating the per-
formance of proposed HML-based network.

Classifier Hyperparameter

KNN
MA: n neighbours = 6;
MU: n neighbours = 7;
ML: n neighbours = 7

SVM
C = 5;

kernel = {’rbf’, ’poly’, ’linear’}

DT

MA: max depth = 10;
MU: max depth = 7;
ML: max depth = 7;
criterion = ’entropy’

RF
n estimators = 200;
criterion = ’entropy’

CNN-LSTM

epoch = 100;
batch = 5;

3 1D-CNN layers [1024, 512, 1024];
3 LSTM layers [1024, 512, 25];

dense layer [ReLU, 64];
dense layer [softmax, 8]

Multi-ResAtt

epoch = 100;
batch = 5;

5 parallel residual modules;
1D average pooling;

Bi-GRU + attention layer;
dense layer [ReLU, 64];
dense layer [softmax, 8]

although accompanied by elevated Wi-Fi power consumption. To mitigate this concern,

the present study has replaced Wi-Fi with BLE for data transmission, utilising WBSN

framework.

Figure 5.3 illustrates the overall system architecture of the proposed IoT-FAR inte-

grated with the updated IoF. Table 5.4 depicts the components of the proposed work,

including five sensor nodes (SNs) and a self-customised body node coordinator (BNC).

The five SNs consist of four self-customised surface sEMG and IMU sensor bands (EMG-

IMU), along with a Polar Verity Sense armband [166] for heart rate monitoring (HR-SN).

These EMG-IMU bands are positioned on different parts of the firefighter’s body, covering
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Figure 5.3: Overview of the proposed IoT-FAR, including the FAR and the IoF network.

the lower left forearm (LA), lower right forearm (RA), left shank (LS), and right shank

(RS). The HR armband is placed on the upper left forearm (UA). Additionally, the BNC

contains an IMU sensor for the FAR, which is placed on the SCBA and denoted as B, in

addition to LA, RA, LS, and RS. The components of an EMG-IMU band include:

• MUP6050 module [167]: This 6-DoF IMU includes an accelerometer and a gyroscope

to measure the firefighter’s acceleration and angular velocity for capturing motion

data.

• sEMG module [168]: Records sEMG signals from the brachioradialis and gastroc-

nemius muscles, for distinguishing tasks such as lifting hoses and breaking down

doors.

• BLE 4.2 module (JDY-18) [169]: Enables seamless communication with the BNC

at a sampling rate of 100 Hz.
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The armband on the UA measures the firefighter’s photoplethysmography (PPG)-

based HR, serving as a physiological indicator of training intensity. The armband trans-

mits data to the BNC at a sampling rate of 1 Hz. The BNC is the central component of

the IoT-FAR system, housing the FAR model deployment. To ensure minimal interfer-

ence with the firefighter’s mobility, the BNC is composed of three modules and is affixed

to the SCBA:

• RPi-Embedded Module: Configured with a Raspberry Pi (RPi) 4B+ with 4GB

RAM [170], this module collects data from the five SNs via BLE connection and

executes the FAR model.

• LoRaWAN Module: Features a LoRa wireless area network (WAN) module with

a LoRaWAN gateway [171], establishing the LoRa connection between the indoor

(WBSN) and outdoor (terminal).

• Multi-Sensor Board: This customized extension board, attached to the RPi, inte-

grates the TinyPICO micro-processing unit [172], a BNO055 IMU (capturing motion

data of the body torso) [169], and the BME688 environmental sensor (collecting hu-

midity, temperature, pressure, and volatile organic compounds data) [173].

5.3.2 Building of the SFTAA Dataset

Eighteen volunteer firefighters from Huzhou Fire Brigade in Zhejiang province, China,

participated in the study during SCBA endurance training activities. The firefighters had

a mean age of 22±6 years (ranging from 19 to 28), a mean height of 174±10 cm (ranging

from 166 to 184 cm), and a mean weight of 75±15 kg (ranging from 64 to 90 kg).
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Table 5.4: Hardware specifications

Modules Components Specification

EMG-IMU

MPU6050
6-DOF IMU;

Sampling rate: 100 Hz

sEMG
Three dry electrodes

(DRY+, DRY-, and GND)
JDY-18 BLE 4.2

BNC

LoRaWAN
terminal
module

ASR6601 SoC;
Frequency range: 398-525 MHz;

Data rate: 0.814 Kbp

Raspberry
Pi 4B+

1.8 GHz Quad core Arm Cortex-A72;
4 GB RAM;

2.4 GHz Wi-Fi & BLE 5.0
BNO055 9-DOF IMU

BME688
Measuring humidity, temperature, pressure,

and volatile organic compounds

TinyPICO
240 MHz Dual-core Xtensa LX6

4 MB RAM
2.4 GHz Wi-Fi & BLE 4.2

The SCBA endurance training comprised seven specialized activities (A1 to A7) and

one stationary activity (A8), as illustrated in Fig. 5.5. The details of these activities are

outlined in Table 5.5. The experiments were conducted in controlled fire scenarios without

actual fire and smoke, as shown in Fig. 5.4. On the left side of the large empty field, a

regular vehicle tire was placed to simulate an obstacle that needed to be broken (see A1).

On the right side, a 60 kg dummy was positioned to represent a victim awaiting rescue

(see A2). A fire engine equipped with a water supply and hose was used to simulate an

outdoor firefighting activity (see A3). In the center of the field, a fire training tower was

used for firefighters to perform various activities (see A4, A5, and A6).

Each firefighter is instructed to complete the entire SCBA endurance training with

a full oxygen level capacity at 28 mPa. Activities A1 to A6, considered as one cycle,

should be performed continuously without any breaks in between. If the SCBA oxygen

level remains above 8 mPa (not reaching the warning level), the firefighter is required
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Figure 5.4: Experiment setup of the SCBA endurance training.

to initiate a new cycle. However, if the SCBA issues a warning alert at any point, the

firefighter must stop the training immediately and proceed to the A8 activities. In this

activity, the firefighter can choose to sit or squat, resting for approximately two to three

minutes before removing the equipment.

Table 5.5: Details of firefighting SCBA endurance training activities

Activity Description

A1
Use a hammer to hit a tire, causing it to move 5 meters, simulating a
forceful break-in action.

A2 Drag a dummy for 20 meters to simulate the rescue of a trapped person.

A3
Move the nozzle with a water-supplied hose for 20 meters to simulate an
outdoor firefighting task.

A4
Climb from the ground floor to the fourth floor while carrying two trays
of hoses to simulate firefighting tasks in a high-rise building.

A5
Drag the hose from the ground floor to the fourth floor via window to
simulate external replenishment tasks in indoor firefighting.

A6
Go down from the fourth floor to the ground floor while carrying two
trays of hoses to simulate firefighting tasks on different floors.

A7 Perform the usual walking movement.

A8
Engage in stationary actions, including squatting or sitting during or after
training to simulate waiting for peer rescue in dangerous situations.

In adherence to the training evaluation standard, each firefighter was required to

complete a minimum of 20 activities, equivalent to at least three cycles. The duration
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.5: Illustration of the eight activities in the SCBA endurance training, including
(a) A1, (b) A2, (c) A3, (d) A4, (e) A5, (f) A6, (g) A7 and (h) A8.

of the experiment for each firefighter varied based on their individual physical oxygen

consumption ability. The results of the experiments revealed that only three out of the 18

firefighters were able to meet the training evaluation standard, highlighting the strenuous

nature of the firefighting SCBA endurance training. Throughout the training sessions, a

firefighter instructor was present to ensure safety. It is noteworthy that some participants

exhibited signs of fatigue or lower physical fitness during the training. Notably, they chose

to stand while performing the A8 activity, a decision deemed acceptable according to the

instructor’s guidelines. A camera is utilised to record the videos with the watermark of

the timestamp. Then, by synchronising the system time of the BNC, the motion data col-

lected with a timestamp can be matched with the specific frame in the video, to label what

event the subject is doing. The data labelling was conducted by the two main researchers

of this study and further validated by the firefighter training instructors. The SF-

TAA dataset is now publicly available online at https://github.com/HCI-Laboratory/

107

https://github.com/HCI-Laboratory/Smart-Firefighting/tree/main/Firefighter-Activity-Recognition
https://github.com/HCI-Laboratory/Smart-Firefighting/tree/main/Firefighter-Activity-Recognition
https://github.com/HCI-Laboratory/Smart-Firefighting/tree/main/Firefighter-Activity-Recognition


Smart-Firefighting/tree/main/Firefighter-Activity-Recognition.

5.4 Results

Considering that the macro-averaging metric provides a more practical evaluation

for real-world applications compared to micro-averaging and weighted-averaging metrics,

this study adopted four evaluation metrics for the HML-based network performance as-

sessment. These metrics include macro-average recall (MRC), macro-average precision

(MPR), macro-averaged F1 score (MF1) and mean accuracy (MAC), defined as follows:

MAC =
1

N

N∑
i=1

TPi + TNi

TPi + TNi + FPi + FNi

(5.12)

MRC =
1

N

N∑
i=1

TPi

TPi + FNi

(5.13)

MPR =
1

N

N∑
i=1

TPi

TPi + FPi

(5.14)

MF1 =
2×MRC ×MPR

MRC +MPR
(5.15)

where N represents the number of classes (eight activities), and the variables TPi, TNi,

FPi, and FNi denote the true positives, true negatives, false positives, and false negatives

of class i, respectively.

A high-performance desktop PC, featuring an Intel Core i7-13700K 3.4 GHz CPU

and NVIDIA RTX 4090 24 GB RAM GPU, was utilised for both model training and

testing. The study adopted the cross-validation method to evaluate the individual model

performances.
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5.4.1 Preliminary Result on the Impact of SN Placement

To assess the impact of SN placement and its various combinations, the RF model was

trained with different placements. The results, presented in Figure 5.6, indicate that the

RF model trained with SN features on the B alone exhibited the lowest MAC of 90.77%.

This result is reasonable as body movements are quite similar among these activities.

Notably, the RF model trained with SN features on the RA demonstrated a higher MAC

of 94.22%, indicating that activity recognition is more accurate depending on whether the

firefighter is left-handed or right-handed, as all participants in the experiments were right-

handed. On the other hand, the RF model trained with SN features on the B, RA, and LS

(BRALS) showed a high MAC of 97.24%. While the RF model trained with SN features

on all five positions (ALL) exhibited the highest MAC of 97.86%, the BRASL-type RF

model appears to be the most practical solution, utilising only three SNs.

Figure 5.6: AC results of the trained RF models based on various combinations of sensor
placements.

In addition, this study evaluates the effectiveness of integrating sEMG features. The
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results in Table 5.6 indicate the best classification performance when the model is trained

with both IMU and sEMG features. However, the MA-RF classifier trained exclusively

with sEMG features exhibits poor overall performance. Further investigation into the

underperformance of using only sEMG features in the trained RF model is conducted, and

the corresponding confusion matrix (CF) is presented in Figure 5.7. The CF highlights a

higher relative true prediction for activities A5 (MAC = 93.2%), A7 (MAC = 83.9%), and

A8 (MAC = 82.3%) in comparison to A1 (MAC = 69.2%), A2 (MAC = 40.0%), A3 (MAC

= 36.3%), A4 (MAC = 57.4%) and A6 (MAC = 6.25%). Figure 5.8 further showed the

mean EMG signals for the RS, LS, RA and LA for different activities. The data reveals

that sEMG data obtained from the LA and RA exhibit a high similarity pattern with

lower variations, particularly for A2, A3, A4, and A6 activities, further justifying the

above finding. Activities A7 and A8 are relatively simpler, as the trained models focus

more on the features in the LB.

Table 5.6: Performance of the MA model using RF classifier (MA-RL) trained with IMU,
sEMG, and combined IMU + sEMG features

Sensor MRC MPR MF1 MAC
IMU 90.38 91.59 90.98 97.66
sEMG 54.99 56.81 55.89 83.72

sEMG + IMU 91.32 92.30 91.81 97.86

In summary, the results indicate a lower recognition rate for the U2 sub-activity

(refer to Table 5.2). The analysis also reveals that, despite A1 and A5 exhibiting the

same sub-activities of UB1 and LB3, the A1 activity presented relatively higher movement

frequency compared to A5 which led to lower MAC. Furthermore, a significant observation

emerges when comparing all firefighters’ sEMG signals, showing a notable similarity in

patterns across different activities. This similarity can be attributed to the long-term

physical weight training that distinguishes firefighters from an average person. Therefore,
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Figure 5.7: Confusion matrix for the MA-RF model trained with sEMG features.

this finding suggests that while sEMG features are effective in indicating the presence of

activity, they are less effective in recognising the specific type of activity for firefighters.

5.4.2 Performance Evaluation of the MA, MU and ML Models

The performances of the MA, MU, and ML models are evaluated to determine the

optimised combination of classifiers for constructing the proposed HML-based network.

The results are depicted in Table 5.7. Generally, the MAC of different classifiers for the

three models is higher than 90%, particularly with the highest performance in the MA-RF

model (MAC = 97.86%). Similarly, the MA-RF model also shows the highest performance

in terms of MRC and MPR evaluation metrics, with a slightly lower MRC compared to

the MA-SVM-RBF model.
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Figure 5.8: Boxplot of the standard deviation of sEMG data at RS, LS, RA and LA
associated with A1 to A8 activities.

The findings suggest that the classification of sub-activities performs better, as demon-

strated by the MU-RF and ML-RF models in terms of MRC, MPR, and MF1 evaluation

metrics compared to the MA-RF model, consistent with the results presented in the ex-

isting study [82]. On the other hand, it is interesting to note that the Multi-ResAtt and

CNN-LSTM classifiers exhibited lower performance with much higher complexity and

processing cost compared to RF and SVM classifiers. This suggests that DL-based clas-

sifiers could be too overcomplex for classifying activities for firefighters, with a similar

finding concluded in [26]. Based on the above analysis, the RF and SVM-RBF classi-

fiers are selected for constructing the proposed HML-based network, with three different

configurations depicted in Table 5.8.

5.4.3 Performance Evaluation of the HML-Based Networks

Table 5.9 illustrates the performance outcomes of the proposed networks based on

HML alongside a comparative analysis with existing studies focusing on recognising com-
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Table 5.7: Performance of the MA, MU and ML models which were trained with different
classifiers

Model Classifier MRC MPR MF1 MAC

MA

RF 91.32 92.30 91.81 97.86
SVM-RBF 91.83 88.87 90.33 97.55
SVM-Poly 88.05 85.01 86.50 95.08
SVM-Linear 88.61 85.32 86.93 96.07

DT 77.55 78.06 77.80 93.38
KNN 87.05 85.14 86.08 95.30

Multi-ResAtt 88.90 86.99 87.93 97.15
CNN-LSTM 86.62 85.87 86.24 96.59

MU

RF 95.47 95.84 95.65 97.02
SVM-RBF 95.11 94.34 94.72 96.00
SVM-Poly 93.50 92.57 93.03 94.61
SVM-Linear 91.87 89.29 90.56 93.28

DT 88.64 88.23 88.43 92.34
KNN 93.09 92.11 92.60 94.34

Multi-ResAtt 93.99 92.55 93.26 94.98
CNN-LSTM 93.65 92.36 93.00 94.89

ML

RF 92.98 93.05 93.01 95.45
SVM-RBF 90.78 89.09 89.93 92.67
SVM-Poly 88.68 86.96 87.81 90.55
SVM-Linear 81.95 80.38 81.16 86.10

DT 85.45 85.96 85.70 90.18
KNN 86.58 84.68 85.62 89.35

Multi-ResAtt 89.92 88.64 89.28 92.99
CNN-LSTM 90.30 89.48 89.89 93.42

plex activities. Among the three configurations of HML-based networks, the HML-SVM-

RBF1-RF2 network demonstrates superior results, with a mean MAC of 98.29%, mean

MRC of 93.48%, and mean MF1 of 92.19%, outperforming other configurations. Particu-

larly, two main studies [57, 58] in firefighting activity recognition depicted comparatively

lower performance, achieving mean MPR of 83.91% and 87.84% respectively, when com-

pared with the proposed HML-SVM-RBF1-RF2 network. In the study performed by [54],

Table 5.8: Proposed HML-based network configuration for MA, MU and ML models

HML-Based Network MA MU ML
HML-RF3 RF RF RF

HML-SVM-RBF3 SVM-RBF SVM-RBF SVM-RBF
HML-SVM-RBF1-RF2 SVM-RBF RF RF
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focusing on physical tasks, exhibited marginally better mean MPR but lower mean MRC

and MF1 compared to the proposed network. Similarly, a study by [53], covering 24 ADLs,

showed similar classification performance. Conversely, while a study by [56] achieved a

high mean MPR of 97.7%, its dataset was limited to only two subjects, significantly

limiting its generalizability. Additionally, the study by [59] demonstrated acceptable per-

formance in classifying 16 activities for construction workers, although the activities less

related to firefighting tasks. Overall, the proposed HML-SVM-RBF1-RF2 network shows

high performance in HAR, particularly those relevant to firefighting scenarios.
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Table 5.9: Performance of the proposed HML-based network with the existing studies on complex activity recognition with different
applications

Study Application
Activities

Sensing Method MRC MPR MF1 MAC
(Subjects)

Lasek Jan & Gagolewski
Firefighting

19 FAs 7 6-DOF IMUs placed at
/ 83.91 / /

(2015)[57] (10) legs, hands, arms, and back
Geng et al.

Firefighting
7 ADLs 4 RF transmitters at chest,

/ 87.84 / /
(2016)[58] (N/A) forehead, right wrist, and right ankle
Qi et al.

Gym setting
19 PAs Wrist sensor with ACC and

89.75 91.69 90.78 /
(2019)[54] (10) Chest Sensor with ACC+ECG
Asuroglu

Assisted Living
24 ADLs wrist worn ACC

91 90.9 91 91.3
(2022)[53] (52) forehead, right wrist, and right ankle

Mastakouris et al.
Assembly Work

5 CAs
Wrist worn smartphone

/ 97.7 / /
(2023)[56] (2) 72.27 72.52 63.29 76.37

Mekruksavanich et al.
Construction Work

16 CAs 3 9-DOF IMUs placed at hip,
/ / 88.67 88.64

(2023)[59] (13) upper arm, and the rear of the shoulder
HML-RF3

Firefighting
8 FAs

4 6-DOF IMUs + sEMG placed at 92.93 91.15 92.03 97.91
HML-SVM-RBF3

(18)
forearms and shanks; and 1 6-DOF IMU 92.58 89.32 90.92 97.68

HML-SVM-RBF1-RF2* placed at the back 93.48 90.94 92.19 98.29
Note: N/A: not available; FAs: firefighting activities; CAs: complex activities; PAs: physical activities; ACC: accelerometer;
RF: radio frequency; ECG: electrocardiogram
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Figure 5.9 illustrates the CF of the HML-SVM-RBF1-RF2 network. The HML-SVM-

RBF1-RF2 model exhibits strong performance in overall activity recognition. Notably, the

A8 activity is accurately predicted with only a 1.93% misclassification rate, highlighting

the proposed network’s capability to detect abnormal stationary activity behaviour. Con-

versely, the A3 activity shows the lowest accuracy (MAC), posing a significant challenge

in distinguishing it from A2 and A7 activities due to high similarity. This underscores the

importance of employing individual MU and ML models for classifying complex activi-

ties to achieve optimal recognition performance. Additionally, an intriguing observation

reveals a 5.33% (246 out of 4612) misclassification of A7 into A3, despite substantial

differences in upper body postures. This discrepancy is attributed to firefighters com-

monly placing the nozzle on their shoulders, resulting in weaker forearm muscle strength

compared to other UB2 activities.

Figure 5.9: Confusion matrix for the proposed HML-SVM-RBF1-RF2 network.
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5.4.4 Discussion on the Diversity in Activity Behaviours

HAR studies typically enforce standardised activity performance protocols to ensure

consistent recognition accuracy. However, real-world scenarios often reveal substantial

variations in participant behaviour, impacting recognition outcomes. In this study, fire-

fighters occasionally exhibited signs of fatigue during training, leading to reduced FAR

accuracy for specific firefighters. To address this variability, a detailed analysis was con-

ducted using the leave-one-out cross-validation method with the HML-SVM-RBF1-RF2

network, as detailed in Fig. 5.10a and Table 5.10.

Table 5.10: Performance of HML-SVM-RBF1-RF2 network using leave-one-out cross val-
idation method

Firefighter MRC MPR MF1 MAC
F01 90.47 85.74 88.04 97.90
F02 90.24 82.76 86.34 96.79
F03 85.91 83.85 84.87 96.68
F04 97.41 96.08 96.74 99.18
F05 96.30 95.38 95.84 98.99
F06 91.16 88.97 90.02 97.31
F07 95.04 91.54 93.26 98.39
F08 96.13 89.15 92.51 98.94
F09 96.48 95.60 96.04 99.02
F10 93.99 94.38 93.96 98.57
F11 96.58 88.03 94.18 99.03
F12 85.23 86.58 85.90 96.58
F13 96.90 95.62 96.26 99.04
F14 97.78 97.02 97.40 99.45
F15 94.35 93.26 93.80 98.53
F16 95.61 94.86 95.23 99.08
F17 92.37 87.26 89.74 98.18
F18 90.72 90.76 90.74 97.64
Mean 93.48 90.94 92.27 98.29

The analysis highlighted that F03 and F12 demonstrated lower MRC values compared

to others, with the average MRC across 18 subjects being 93.48%. Fig. 5.11 presents the

confusion matrix for F12, revealing challenges in accurately predicting A3 and A5, which

were often misclassified as A2 and A3, respectively. Subsequent video analysis compared
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the execution of A2, A3, and A5 by both F12 (with the lowest MRC) and F14 (with the

highest MRC). Fig. 5.12a depicts the incorrect rescuing behavior of F12, who pulled the

dummy with one hand, while Fig. 5.12b shows the correct rescuing method. Additionally,

Fig. 5.12c illustrates F12 incorrectly dragging the hose backward, contrary to the correct

method demonstrated by F14 in Fig. 5.12d, where the hose was placed on the shoulder

and moved forward.

In scenario A5, F12 mistakenly pulled the hose by moving his entire body backward

(see Fig. 5.12e), instead of relying solely on upper body strength to draw the hose closer

to the window while maintaining his position (see Fig. 5.12f). This incorrect method

was noticeably similar to the A3, which deviated from the proper training standards,

as confirmed by the firefighting instructors. Further analysis of firefighter performance,

excluding F03 and F12, is illustrated in Fig. 5.10b. This analysis shows that most fire-

fighters achieved over 90% in MRC, with the mean MRC value increasing by 0.61%. These

findings underscore the impact of behavioral diversity on firefighting activity recognition.

Conversely, the misclassification of FAR presents an excellent opportunity to assess

firefighter performance during training. This allows trainers and trainees to conduct

thorough evaluations and reflections, facilitating detailed performance analysis. These

results suggest that diverse behaviors pose challenges in accurately identifying human

activities characterized by intricate movements, particularly tasks involving diverse and

specific gestures, such as those performed by firefighters in real-world scenarios.

118



(a)

(b)

Figure 5.10: Performance of the HML-SVM-RBF1-RF2 network in MRC using leave-one-
out cross-validation: (a) for all 18 subjects, and (b) for 16 subjects excluding F03 and
F12.
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Figure 5.11: Confusion matrix for F12 using the proposed HML-SVM-RBF1-RF2 network.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.12: Performance evaluation of various activities, including: (a) incorrect execu-
tion of A2 by F12, (b) correct execution of A2 by F14, (c) incorrect execution of A3 by
F12, (d) correct execution of A3 by F14, (e) incorrect execution of A5 by F12, and (f)
correct execution of A5 by F14.
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5.5 Summary

This chapter proposes an IoT-FAR system, introduces a HML-based network for

recognising firefighting SCBA endurance training activities, leveraging the integration of

multiple models with multi-sensory wearable devices. The research utilises the SVM-RBF

model in the MA and RF model in both MU and ML models to construct the proposed

HML-SVM-RBF1-RF2 network, achieving the highest MAC of 98.29%. The results in-

dicate that while integrating multiple sensors enhances recognition rates, it introduces

computational complexity. The findings suggest that utilising sensors placed on the body

and dominant hand is acceptable and highly sufficient for activity recognition with lower

computational cost. However, sEMG features lack distinguishing patterns, necessitating

further exploration for improved differentiation of training activities in real-world appli-

cations. The study also demonstrates the potential of using misclassification results as an

evaluation tool for training activities.
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Chapter 6

Conclusion and Future Work

This thesis introduces the development of a wearable FRAS for classifying specialised

firefighting activities and detecting fall-related abnormal behaviours using multi-sensory

fusion methods. Through the three studies presented, an effective IoT-based wearable

FRAS was designed to enhance risk awareness on the fireground with activity monitoring

and an early risk warning mechanism. This chapter comprehensively summarises the work

conducted, discusses its limitations, and outlines potential future research directions.

6.1 Research Work Summary

This research explores the development of an advanced wearable FRAS for firefight-

ers, deploying HAR and FDS algorithms using multi-sensory fusion. Three studies are

conducted with ROs focused on improving FDS performance in accuracy and efficiency,

exploring the PI-FDS algorithm on the edge, and developing effective FAR with an IoT

framework to address the identified RQs. The details are as follows:

RQ1: How can a reliable model be designed for assessing firefighter risk?

This research begins with the development of a fall detection model as a preliminary

step to assess the safety risks faced by firefighters. In response to RQ1, RS1 inves-

tigates the trade-off between fall event classification performance and the design of

wearable sensing methods, including the placement of IMUs on different body parts
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and the optimal number of IMUs for sensor fusion techniques. The results indi-

cate that while utilising more IMUs can provide high classification accuracy, using

only IMUs placed on the chest, elbows, and thighs yields acceptable performance,

as validated by collaborating firefighters. A novel attitude-based feature extraction

method is proposed to identify and use only the most informative features for fall

event classification, significantly reducing processing time and allowing the deploy-

ment of the classification model on the device itself.

RQ2: How can the PI-FDS model be designed for practical firefighting scenarios?

To develop the practical PI-FDS system in firefighting scenarios, RS2 designs an

IoT-based wearable system framework to improve data transmission between indoor

and outdoor environments, enabling timely notification of any risks in firefighting

contexts. Additionally, RS2 resolves the class imbalance issue of PI-FDS algorithm

through a proposed dynamic thresholding approach named CIT method. Various

ML methods are constructed and evaluated to find the optimal PI-FDS model that

can be deployed on an edge device.

RQ3: How can an efficient FAR model be designed to accurately distinguish between fire-

fighting activities?

RS3 addresses RQ3 by implementing a sensor fusion technique utilising IMUs and

sEMG sensors to detect firefighting SCBA endurance training activities. The find-

ings indicate that activity recognition performance is impacted by the accuracy of

motion in completing the training tasks. The study shows that the proposed model

can identify firefighters who completed tasks using incorrect motions, suggesting the

potential to expand the model as a measurement standard for evaluating firefighter
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training performance. The proposed HML-based network significantly improves

HAR performance on distinguishing complex activities.

6.2 Research Contributions Summary

This research proposes a Firefighting Risk Assessment System (FRAS) framework,

utilising a sensor fusion approach to differentiate firefighting activities and assess safety

risks by detecting various fall events. The study also leads to the formation of two

significant datasets:

• Simulated fall events dataset (see Chapter 3.3.2): Covering pre-impact fall data,

especially the types of falls occurring during firefighting tasks, based on experiences

from senior firefighters. (Available from: https://github.com/HCI-Laboratory/Smart-

Firefighting/tree/main/Fall%20Detection.)

• Firefighting SCBA endurance training dataset (see Chapter 5.3.2): IMUs and sur-

face electromyography (sEMG) data collected from firefighters during the train-

ing, which took place in multiple floors of different buildings. (Available from:

https://github.co m/HCI-Laboratory/Smart-Firefighting/tree/main/Firefighter-Activity-

Recognition.)

These datasets are valuable resources for the research community, facilitating the

development of more reliable firefighter activity recognition models to enhance firefighter

safety. Additionally, this research introduces an IoF network that integrates BLE for

short-range communication and LoRa for long-range data transmission, addressing com-

munication challenges in harsh fire environments. These contributions have advanced the
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realisation of smart firefighting concepts, with a strong focus on improving firefighters

safety.

6.3 Limitations and Future Research Directions

6.3.1 Improvement of Safety Risk Assessment Model

The FDS-based safety risk assessment model presented in this thesis is developed

using simulated fall experiments to ensure firefighter safety. However, the dataset’s valid-

ity is limited concerning real-world situations, as most falls occur unpredictably. Future

research will explore multi-sensory methods to improve PI-FDS performance by utilising

additional sensor data, such as physiological data (e.g., heart rate and blood pressure)

and fireground environmental data (e.g., smoke concentration). Further work will also as-

sess the hardware’s energy efficiency and durability in fireground conditions, for instance,

focusing on waterproofing and heat resistance.

6.3.2 High Stability of FRAS in Different Firefighting Scenarios

The FRAS algorithm is developed based on the SFTAA dataset. However, SCBA

endurance training is a relatively straightforward programme conducted in non-realistic

fire scenarios, lacking real fire and smoke. This limitation results in less discriminative

patterns in sEMG and heart rate data, as it fails to simulate nervous and dangerous

environments adequately. Future work plans to enrich the SFTAA dataset by including

various training activities, especially in highly realistic simulated fire scenes. Further

improvements in classification models are necessary to develop a high stability FRAS for

practical use. In addition, expanding the IoT-FAR to integrate a large-scale firefighting

network architecture, potentially spanning regions or even nationally, is to be explored,
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in order to form a smart IoF infrastructure.

6.3.3 Firefighting Training Performance Assessment Metrics

This thesis discusses the diversity of firefighters’ motion behaviours, identifying it as

a main factor limiting the classification performance of complex FAR algorithms. Feed-

back from firefighters indicates that some activities during training experiments may be

performed incorrectly due to a lack of physical strength, leading to improper training and

potential safety risks in real firefighting scenarios. Future research will explore novel fire-

fighting training performance assessment metrics using multi-sensory fusion approaches

to improve firefighting skills.
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Appendix A

Wearable Prototype

Figure A.1 shows the wearable prototype we developed for FDS studies. The simu-
lated fall events dataset is conducted based on this system.

Figure A.1: First version of the wearable prototype with wired connections developed in
2021.

Figure A.2 presents a new wearable prototype we designed with conductive fabrics
to replace the fragile wired connections. However, after conducting some tests, we found
that this design is still unstable; for example, sensor nodes may drop out during movement
and wearing the processing unit at the back is uncomfortable and inconvenient.

Figure A.3 presents the final IoT-FAR system we designed with four IMU-EMG
sensor nodes, an HR armband, and a coordinator unit. The SFTAA dataset is conducted
based on this wearable prototype.
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Figure A.2: Interim version of the wearable prototype with conductive fabrics developed
in 2022.

(a) (b)

Figure A.3: Final version of the wearable prototype with wireless IoT design developed
in 2023.
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Appendix B

Experiments

Figure B.1: Experiments for SFTAA dataset collection in Nantaihu Fire Brigade, Huzhou,
Zhejiang, China.
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Figure B.2: The firefighter performs SCBA training with a safety supervisor.
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Figure B.3: Firefighting rescue training with real fire and smoke.
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Figure B.4: Firefighting training with real fire and smoke.

Figure B.5: Environmental experiment during the firefighting training with real fire and
smoke.
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Figure B.6: The environment of the fireground after firefighting is completed.
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Figure B.7: Carrying out the simulated fall events data collection in Haishu Fire Brigade,
Ningbo, China.
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Figure B.8: Experiment of a simulated low visibility environment with a simulated smoke
generator.

Figure B.9: Firefighter using an infrared thermal imager in low visibility environment.
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